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Calculation of conformational transitions and barriers in solvated systems:
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Optimal free energy path®©FEPS$ for conformational transitions are parallel to the mean force at
every nonstationary point of the free energy landscape. In contrast to adiabatic paths, which are
parallel to the force, OFEPs include the effect of entropy and are relevant even for systems with
diffusive degrees of freedom. In this study the OFEPs are computed for the alanine dipeptide in
solution. The potential of mean force is calculated and an effective potential is derived that is used
to obtain the paths with a minimization based algorithm. The comparison of the calculated paths
with the adiabatic pathén vacuo shows the influence of the environment on conformational
transitions. The dynamics of the alanine dipeptide in water are more complex, since there are more
minima and the barriers are lower. Two simpler methods for the calculation of reaction pathways in
solution are evaluated by comparing their results with the OFEPs. In the first method the mean
electrostatic field of the water is approximated by an analytical continuum model. The obtained
paths show gualitative agreement with the OFEPs and the height of the barriers are similar. Targeted
molecular dynamic$TMD), the second approach, constrains the distance to a target conformation
to accelerate the transition. In the general case, however, it is difficult to assess the physical
significance of the obtained paths. Changing the initial conditions by assigning different velocities
leads to different solutions for the conformational transition. Furthermore, it is shown that by
performing the simulations with different reaction coordinates or in opposite directions different
pathways are preferred. This result can be explained by the structure of the free energy landscape
around the initial conformations. In a first approximation the physical significance of different
pathways is assumed to depend mainly on the free energy at the highest saddle point. In the
literature the total energy of the system has often been used to estimate the position and the height
of the energy barriers in the path. By comparing the total energy with the calculated free energy it
is shown that the former largely overestimates the height of the barriers. Furthermore, the positions
of the maxima of the total energy do not coincide with the free energy barriers. Simple
approximations to the free energy lead to good quantitative agreemerit99® American Institute

of Physics[S0021-960809)50204-3

I. INTRODUCTION conformational transitions as well as for chemical reactions.
. . Reaction paths are especially important when Kkinetically
Transitions between conformational states of m0|eCUIe?rapped states are being considered. They are, however, dif-
are important in a number of biological problems. For ex_ficult to observe experimentally. Structure determination

ample, signal transduction and the regulation of protein prop-

erties often depend on such conformational changes. Prote%"athOdS like nuclear magnetic resonance and x-ray crystal-

folding and denaturation correspond to the interconversio pgraphy yield data on average structures of ensembles of

between the native and the denatured state. Finally, chemic3]2ny molecules. In most cases it is difficult to synchronize

reactions can also be seen as transitions between two confdf€ fransitions in such a way that time resolution of the pro-
mations(configuration$ of the participating nuclei and elec- C€SS IS possible. Furthermore, it is conceivable that a number

trons. The kinetics of a transition depends on the free energ?f distinct possible pathways exist. Theoretical methods like
barriers found along the pathway and the transmission coefnergy minimization and molecular dynamics offer a conve-
ficient, which takes into account the effect of trajectorieshient possibility to study these issues on a single molecule
recrossing the barriérBoth the free energy barriers and the basis. The price one has to pay for this is the limited time
transmission coefficient depend on the pathway chosen fagcale. Most large scale conformational changes have to be
the transition. Therefore, knowledge of the pathways is necaccelerated in order to be observed in the time scale of a
essary for understanding the kinetics. Moreover, it is knowrcomputationally feasible simulation.

that the efficiency of free energy calculations depends on the In this work three different methods are used to obtain
free energy barriers encountered on the Wais is true for  the transition pathways between different conformations of
the alanine dipeptidéAD). In the first approach the two-
dAuthor to whom all correspondence should be addressed. Electronic maiEiimenSional potential of mean force of the AD is calculated
caflisch@bioc.unizh.ch and the free energy is approximated by an analytical func-
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tion. The application of the conjugate peak refinement algoThis choice of the reaction coordinate has already been used
rithm (CPR)® on this analytical function leads to optimal free by Czerminski and Elber in reaction path studies based on
energy path§OFEPS. These are more relevant for kinetics energy minimizatiori. It is more general since for any arbi-
than adiabatic paths, which have been the focus of previousary conformation its value lies between zero and one. Dur-
researcl. Furthermore, the free energy barriers along theing the simulations is slowly increased from zero to one.
pathway can be assessed. The calculated reaction paths proMeerefore, this RC is less restrictive. A number of pathways
the dependence of the transition pathway on the environare found in then simulations that are not found with the
ment. A number of pathways that are energetically unfavororiginal TMD. Multiple simulations with different random
ablein vacuobecome accessible in water. Barriers for tran-seeds for the assignment of the initial velocities show that a
sitions are generally lower in water. number of possible solutions exist for the pathway.

In the second approach the effect of the solvent is in-  The total energy of the system has been used in the
cluded implicitly through the use of the analytical continuumliterature to find the energy barriers along the RC and to
electrostatics (ACE) solvation model of Schaefer and assess their heigh€ The comparison with the PMF calcula-
Karplus® ACE was implemented in theHARMM23 program  tion shows that the total energy is only weakly correlated
and used together with CPR to obtain the adiabatic map andith the free energy. Marronet al'® have shown that an
the steepest descent pathways for the AD in solution. Thémplicit solvation model, which models the electrostatic ef-
paths qualitatively agree with the ones from the potential ofect of the solvent with the help of the Poisson equation,
mean force(PMF) calculations. It can be shown that the gives a good description of the one-dimensional PMFs of the
main electrostatic effect of the water lies in the screening ofAD in water. Further, Smakt al* have shown that a simi-
the intrasolute interactions. This method is, in principle, relar model leads to reasonable results for the free energy
lated to the first, since the implicit model corresponds to a@ninima of the AD in water. The use of the former model in
mean force potential of the solvent. this work leads to an expression for the free energy in solu-

Targeted molecular dynamicéTMD), the third ap- tion which shows good agreement with the explicit water
proach, is a simple method to accelerate transitfoihhas ~ Simulation for the positions and the heights of the barriers,
recently been used independently by D@zl and Ma and  thus extending previous results. Furthermore, a second free
Karplug to calculate reaction paths for the conformational€nergy function is constructed, based on an approximation to
changes irras p21. In TMD the root mean square distance the solvation free energy, which is linear in the interaction
(RMSD) to a target structure is constrained and <:ontinuously'e"‘ergy%2 This model also shows satisfactory agreement with
decreased during the simulation. The system is slowly forceée€ PMF calculation.
to find a path from its initial state to the final conformation.

This time-dependent constraint introduces a bias which i§, METHODS

minimal in the sense that only one degree of freedom is ) ) )

constrained. With TMD the Cartesian distance between con- Al Simulations were performed with theHARMM23 pro-
formations is assumed to be an adequate descriptor of tffam- The water model and the polar-hydrogen model from

progress along the reaction path, a reaction coordinate ifn€ CHARMM parameter set 19 were used, i.e., polar hydro-
other words. It is easy to imagine paths for which this asgens are treated explicitly, while nonpolar hydrogens are in-

sumption is not valid. When a number of distinct pathwaysCIUdBd in the heavy atom they are bound- 3.

exist, the choice of the reaction coordinate will influence theA. Minimal free energy paths
results significantly. Furthermore, although in most studies
using TMD the forward and reverse direction for the simu-
lation is performed, the question of the stability of the solu-

t!ons Wlth.respect to small perturbations of the initial condl-Was implemented in theHARMM23 program. The PMF is
tions is still open.

TMD is applied to the conversion of the C7 axial to the iteratively approximated by a linear combination of basis set

C7 equatorial conformation of the AD in solution. The sig- functions:

nificance of the pathways and the corresponding barriers is

investigated through comparison with the results from the Ui("l”‘z):% % aalazf(c}l)()‘l)f(azz)(}‘Z)' @)
PMF calculations. In this work three main differences to the ) ) .

original TMD exist. First, the system is restrained to the,  Ji IS an analytical approximation to the PMF extracted
conformational subspace corresponding to a particular valufom theith simulation,\, , are the de%gees of freedom over
of the reaction coordinatéRC) by a harmonic term. This which the PMF is to be CaICUIatEdn,- (A),j=(12) are
allows control of the stringency, with which the restraint is trigonometric functions of the. variables. The coefficients
applied. In the original method the RC is controlled by the@q,, are determined by a linear least-squares’ffor the
application of a holonomic constraint. Second, the RC isAD in the polar—hydrogen modéf-3there are only two soft
discontinuously decreased in small steps to allow equilibradegrees of freedom, thé and ¢ backbone dihedral angles.
tion and the calculation of average properties. Last, a differFor each dimension 13 functions were used for the basis set,
ent choice for the reaction coordinate is investigated. It is sesin(n\), cos\) (n=1—6) and a constarit. The inverted po-
equal to the ratiay of the RMSD to the initial structure over tential of mean force extracted from simulatiois added to
the sum of the RMSDs to the initial and the final structure.the energy function for simulationt+ 1. Upon convergence

The two-dimensional PMF of the AD in water has been
presented previously by other grouf$?In this study it was
calculated by an adaptive umbrella potential sché&htéthat
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the simulations give uniform sampling in thedegrees of

X=X
freedom. Two-hundred iterations were performed. Each it- RMSDf=| f|, 4
eration consisted of 10 ps of equilibration and 40 ps of data VN
collection. The analytical approximation to the PMF that was
ot U\edX) = K(RMSD;— p)?, 5

obtained from the adaptive umbrella potential calculation
(U209 was used to create a simplified model of the AD inypereK is the force constant of the harmonic potential, set
solution. The model consists of five linearly bonded atoms 100 kcal/mol &, N is the number of constrained atoms
mimicking the backbone of the AD. The energy of the sys-ang RMSD is the RMSD to the final structure. starts with
tem is given by: a value equal to the RMSD between the initial and final
Utor= Uponat Uangist U g, (2)  structures. It is discontinuously decreased to zero in flfty_2.ps
) intervals. The RMSD thus corresponds to the RC, describing
whereU,, , is equal toUqo. The bond and bond angle en- o nrogress toward the target conformation. It is important
ergy terms Upong,Uangd are used to keep the geometry v, hote that this distance RC is not symmetric with respect to
similar to .that of the AD ba‘?kF’O_”e- .SIn.ce no_ nonbondedthe initial and final structures since the hypersphere on which
terms are included and only minimization is applied, the couyq system is restrained is centered on the target conforma-

pling between terms can be neglected. The adiabatic map @,y This implies that different parts of the conformational

this model corresponds to the calculated PMF of the AD ingy06 are sampled in the forward and reverse simulations.
water. The CPR algorithfnas implemented in therRAVEL

i == Also, since the initial value of the RC corresponds to the
module ofCHARMM23 was used to obtain an approximation pyisp petween the initial and the target conformation and is
to the steepest descent path for the transition from the 'n't'%onotonically decreased, pathways that lead over structures
to the final state. CPR starts from the initial and final CON-yith a larger RMSD to the target conformation cannot be

formations to find a connecting path. The saddle points 0Rympjed. It is therefore reasonable to test other, less restric-
the path are identified and refined. From each side of a r&;,a choices for the RC. The ratio RG is defined as the

fined saddle point a steepest descent minimization is S'[""rtepatio of the distance to the initial conformation over the sum

Assuming there is a single saddle point on the path, thesg; ye gistances to the initial and final conformation:
minimizations should lead to the initial and final conforma-

tions. For a more detailed description of the method the |X—=Xi] 2

reader is referred to the original literaturépplication of U(X)=K XX X=X, 7 (6)
this algorithm to the simplified AD molecule yielded the ' f

optimal free energy paths for the conformational transition&K was set to 500 kcal/mol? Performing a simulation with
between the different free energy minima in water. Similar toz slowly changing from 0 to 1 pushes the system from its
an adiabatic path, which follows the gradient at each noninitial to the final state. A value of; between 0 and 1 re-
stationary point, an optimal free energy path is defined tcstrains the system on a sphere.at

follow the mean force. Given an initial and a final conforma- ) ;

tion CPR finds exactly one pathway. In order to obtain dif- _ X~ (A=) 0
ferent pathways for the same transition, an intermediate point 27—1 '

close to the alternative saddle point is necessary. Therefore, a .

fair amount of intuition or, as is the case here, previous/ith radiusR:

knowledge of the energy landscape is necessary.

7(1-7)
R= 277—_1(Xi X))l (8)
B. The TMD method There are no global restrictions on the pathway. This means

The conformation of a protein can be described as 4hat, unlike the distance RC, conformations that differ from
vectorX in 3N dimensional space, where N is the number ofthe final structure by more thalr)fi—xf! can be sampled.
atoms in the protein. The length of the difference vectorFurthermore, this reaction coordinate is symmetric with re-
between two conformations is proportional to their RMSD.SPect to the initial and final structures. Therefore, there
In the original TMD, simulations are performed with an ad- Should in principle be no bias toward different paths for the
ditional time-dependent holonomic constraint, which acts orforward and reverse directions of the simulation.
the length of the difference vector between the actual con-  Since rigid body motions make it difficult to restrain the

formation and a target structure: system close to the barriers, sampling of the saddle points
) ) becomes inefficient. The Eckart conditions were applied in
B(X)=[X=X{|*~p(t)*=0. (3 the form of holonomic constraints to avoid rigid body trans-

X; is the vector corresponding to the target structw@) lation and rotatiort?

starts at a value equal to the distance between the initial and

thg final state and is slowly reduced.to zero .dur_ing thg simu- - > Mi(r,— reh =0, (9)
lation. The space of the conformations satisfying this con- i

straint corresponds to a hypersphere of ragi(g around

the _fma_ll conformation. In the present work, a harmonic re- D M, r; X rref=0. (10)
straint is employed to control the sampling: i
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Here the sum is over the atomsof the solute,M; is the
atomic masst; is the atomic coordinate vector and'is the
reference coordinate. The reference coordinates are taken
from either the initial or final conformation.

C. Simulations in water

Explicit water simulations were performed with periodic
boundary conditions and a cubic box of 18.8 A length. The
box contained 206 water molecules. Tieake method was
used to constrain the bonds in the water molectieBhe =
time integration step was 1 fs. The minimized system was -150  -100
heated during 5 ps by reassigning the velocities every 50
steps according to a Gaussian distribution. The system wasa. 1. Adiabatic surface of the A vacuoin dependence of thé and ¢
then equilibrated for 10 ps at 300 K. For the calculation ofbackbone dihedral angles. Contour lines are drawn at a distance of 0.5
the pathway with the distance Rgwas initially set to 1.357 kcal/mol. The adiabatic paths connecting the minima were calculated with
A, corresponding to the RMSD between the reactant and th(e:PR'
product. After every 2 ps of simulation timeis decreased
such that it is equal to zero at 100 ps. For the ratio method |||. RESULTS
is initially set to zero and increased by 0.02 every 2 ps until .
it reaches one, leading to a total simulation time of 100 ps.A' Steepest descent paths  in vacuo

The adiabatic surface of the AlD vacug shown in Fig.
1, is very similar to the vacuum free energy surface calcu-
lated by adaptive umbrella samplihgThere are two signifi-
cant minima C7¢qandC-,,). Two different steepest descent

D. Implicit solvation models pathsplv andp2v were obtained with CPR for the transition
The two implicit solvation models used in this study Petween the two minima. The saddle points lie 8.5 and 10.5
were based on the following equation: kcal/mol higher than the lowest minimunC¢.,), respec-
tively (Table )). Since for every transition path there is ex-
Gror= Evact AGson- (11 actly one highest saddle point, the paths and the correspond-

Gyt is the total free energy in solutioR, .. the energy of the  ing saddle points are denoted by the same symbol.

solutein vacuoand AGg, the electrostatic free energy of

solvation. Nonpolar contributions are usually approximateds. Optimal free energy paths in water

by a solvent accessible surface-dependent term, which was . . . o
. . For the simulations in water it is important to assess the

neglected here, since the accessible surface of the AD

: . Statistical error of the PMF calculation and the error in the
changes by 12Aat most. The calculation of the electrostatic . L -
A . : o analytical approximation to the free energy. The statistical
solvation term was performed in two different ways: with an

approximate model(ACE) and with a finite difference error was estimated as the standard deviation between the
scheme for the solution of the Poisson equation. The ACI§eSUItS obtained after 100 and 200 updates of the adaptive

force field is an analytical approximation to the semianalyti—'“'m.bre".a potential. This yields an error of 0'.3 kcal/mol
cal method of Stillet al?° It is based on the Coulombic WHich lies well belowkT (0.6 kcalimo). The quality of the

L . analytical approximation seems important, since even small
approximation for the calculation of the self-energy of sol-~ "7 " . S . )
X . . deviations in the energy can lead to significant differences in
vation and on the generalized Born equation for the scree

ing of solute—solute interactions. ACE is not as accurate ;lshe form of the OFEPs. This is the case particularly in re-

the solution of the Poisson equation, but being analytical iglons where the energy function is flat. There, however, the

yields the energy gradients which are necessary for minimi§y3tem is not expected to follow the path faithfully because

zation and dynamics. It was implemented and used with thgf thermal fluctuations. For the present purposes it is suffi-
parameters described in the original wdrkhe smoothing

parameter &) for the atomic volumes was set to 1.6, the TABLE I. Minima and transition statein vacuo Positions and energies of
dielectric constant was set to 1.0 and 78.5 for the solute anttie minima and highest saddle points along the pathsicuo Energies are
the solvent, respectively. The Poisson equation was solvegven in kcal/mol.

by a finite difference scheme with the programep.??2
The molecular surface was used to define the dielectric

Name Coordinates Energy

boundary and smoothing was applf@dFor the dielectric g7eq (5‘714"’33? g'gg
constants the same values were used as in the ACE force pi@x 5_1‘2:_4)70) 854
field. Two steps of focusing were performed for every struc- p2v (13«»'42‘;,«) 10.48

ture. The spacing of the final grid was 0.4 A .
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J | \\// // path leading from the initial conformation to the intermediate
150

can be combined with any path leading from the intermediate
to the final conformation. The barrier along such a path is
defined as the difference between the highest saddle point

50 ‘ and the lowest minimum on the path. The most reasonable
paths leading fronC;¢qto C7, are (pl, p4), (p2, p4), (p3,
p4), (p10, p7), and(pl0, p8, p5). A certain degeneracy exists
in the sense that the barriers for all of these paths lie within

kT, although most of these paths differ significantly from

each other. The pathgl, p4) and (p10, p7) can be com-
. pared to theplv and p2v paths in vacuo, respectively. The
100

100p

psi
(=]

-100

saddle poin{pl0 lies lower tharp4 by 0.6 kcal/mol. This is

-150 in contrast to the situatioim vacuq whereplv is more prob-

7\\1\1
[l (\/
a

156 100 -50 able tharnp2v by almost 2 kcal/mol. Furthermore, the barrier
(@) Ph' at p10 is also lower than the barrier atlv by almost 2
kcal/mol. Hence conformational transitions are facilitated by
1800 the solvent.

C. CPR with electrostatic solvation models

The effect of the solvent leads to the stabilization of
certain conformations and a general flattening of the energy
hypersurfacéFigs. 1 and 2 It is known® that these effects
are mainly electrostatic and can be modeled with the help of
implicit solvent models. Here an analytical implicit solvation
model is used for the calculation of reaction paths in water.
The underlying assumption is that the solvent can be ap-
proximated well by the analytical model. In the generalized
Born treatment the electrostatic contributions to solvation are
180.0 , , divided into a self term and a screened interaction term. The
-180.0 -60.0 60.0 180.0 self term corresponds to the direct interaction of solute

(b) ¢ charges with the dipoles of the solvent, while the screened
FIG. 2. (a) Free energy surface of the AD in water. Contour lines are drawninteraction term describes the effect of the solvent on the
every 0.5 kcal/mol. The OFEPs connecting the minima are shown. For clarsolute charge—charge interactions.
ity the names ?1“ thﬁ ft"";ig‘a ;”dt}he f?ﬁ:'Eo%’g;tzfatﬁeshl‘;‘f?é’[’unedg; oo The adiabatic map of the AD in the ACE force field is
foertl)gdg;);i‘n%itdsoa ?heeothzr slﬁ@g/ gFEPs for the AD inpwater. l\u/IinimZ aua“tatlvely very similar to the PMF in water. The agree-
are denoted by circles, saddle points by diamonds. ment is satisfactory with a standard deviation to the PMF in

water of 0.9 kcal/mol(Table Il). The adiabatic map con-

structed using the Poisson equation for the electrostatics in
cient that errors in the energy lie belddl. The analytical the manner of Marronet all® shows a somewhat better
approximation to the free energy of AD in water shows aqualitative and quantitative agreement with the PMF in water
standard deviation of 0.2 kcal/mol to the calculated PMF (standard deviation of 0.7 kcal/molThe calculation of the
This agreement is satisfactory and the discussion of the fregossible pathways with CPR is straightforward and leads to
energy potential will be limited to the analytical approxima- the paths shown in Fig. 3. The paths are overall quite similar
tion. The free energy surface shows five minima alreadyto the ones obtained from the PMF calculations. Therefore,
known from the literature Creq@r,aL,Cs andCo,, (Fig.  the names of the paths have been maintained. Notable differ-
2). There is an additional minimuma{) at position(65°,  ences are pathgl andp3, which with the ACE force field
1439. This minimum is separated from thg minimum by  lead from minimumag to Cs. This is in contrast tgl and
a barrier lower than 0.2 kcal/mol. Therefore, its physical sig-p3 in water which lead toC;¢q. This difference is more
nificance is questionable, however it is included here becaudermal than substantial because the energy is relatively flat in
it influences the form of the transition paths. that region. Plotting the paths found with the ACE force field

In all there are 11 direct pathipl—pll) leading from in the PMF landscape shows that the energy of the saddle
one minimum to another without passing through a third onepoint does not change fql while it becomes less favorable
Pathspl, p2 andp3 lead fromC-¢qt0 ag and pathgp4 and by 1 kcal/mol forp3. In the ACE simulations no paths could
p6 lead fromag to C,,, via different saddle points. The be found that correspond directly p2. The barriers are in
remaining paths differ in at least one end point from eaclgeneral somewhat lower than in the explicit water simulation
other. Some minima are not connected directly. For examplé€Table ).
there are no direct paths leading fr@pe,to C;,,. Instead a As has been mentioned earlier the AD has been used to
number of possible combinations of paths exist that lead oveshow the agreement of numerical continuum electrostatic
the intermediates or « . To form such indirect paths any models based on the Poisson equation or the generalized

-60.0
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TABLE Il. Minima and transition states in water. Positions and energies of 180 . .
the minima and highest saddle points along the paths. Energies are given in —— ax->eq
kcal/mol. - oo eg->ax
-=== CPR/vac
Explicit water ACE Y @ CPRwat
Name Coordinates Energy Coordinates Energy 60 r 1
Creq (—75°,1369 0.00 (—88°,143) 0.00
ar (=76°,-50° 141 (—84°-42° 0.71 >
Crax (57°,—-84°) 3.85 (59°,-78° 4.34
a. (51°,819 438 (55°,739 4.35 60 - J
al (65°,1439 485 (63°,1789 4.46 >
Cs (—147°,152) 1.34 (—142°,1455 0.12 \*‘5 Crax
pl (—135°,489 4.14 (—140°,42) 2.61
p2 (—97°,339 4.07
p3 (—92°,-1169 419 (—133°-1149 3.28 -180 ! :
p4 (11°,-73% 736  (7°-759) 6.88 ~180 ~-60 60 180
p5 (55°-1299 6.34 (56°—1179 5.15 ¢
P6 (12010’74530) 11.60 (1290’753()) 9.46 FIG. 4. Distance TMD paths in explicit water. Thin solid lines correspond to
p7 (640’_21) 6.51 (660’_16) 5.98 the C74— Creq transition, thin broken lines correspond to 68— C 4
P8 (62°,121) 4.97  (66°,1309 4.69 direction. The adiabatic path vacuois shown in thick broken lines and the
P9 (123°,1197 1028 (120°,138] 8.66 closest minimal free energy paths in water are shown in solid thick lines.
p10 (5°,969 6.75  (7°,989 6.47 Due to the initial equilibration and the fact that at the beginning of the
pll (=120°,142j 1.83  (—121°144) 0.16 simulation the system is constrained on a sphere with a radius of 1.357 A

around the target conformation the TMD trajectories do not start exactly at
the initial conformation.

Born approacff with explicit water simulations. The results
for the ACE force field are satisfactory and show that anative agreement with the PMF in explicit water and the ACE
lytical implicit solvent models can be used to calculate tran-solvation modelstandard deviation of 0.9 and 0.7 kcal/mol,
sition pathways for simple systems. respectively. This result indicates that the main effect of
A further point that is of interest, is whether it is the water on the AD is the screening of the interactions within
direct electrostatic interactions of the AD with the water di- the solute. Moreover, more stringent test cases for the vali-
poles or an indirect screening effect that leads to the flattendation of implicit solvation models are needed, since it is
ing of the energy function. The simplest way to address thighown that the homogeneous dielectric model, which is not
question is to use electrostatic models that describe only theccurate for more complex systems yields good approxima-
screening effect of the solvent. The latter can be approxitions of the PMF of AD in solution. On the other hand the
mated by assuming a homogeneous dielectric equal to that @mbination of results for the At$2*with results from the
water (e=78.5). In a homogeneous dielectric the self term issolvation energy of small compoun&f&® where the domi-
zero. In the case of the AD these approximations seem reamant part of the electrostatic solvation is due to the self en-
sonable due to the small size of the solute. The adiabatic magrgy suggests that electrostatic solvation is described
with a constant dielectric permittivity of 78.5 shows qualita- satisfactorily by Poisson and numerical generalized Born
methods, at least for small systems.

180

D. Distance TMD with explicit water

Six independent trajectories were calculated for the
Crax—Creqand theC, 4 C74 directions. The projections
of the snapshots on the— ¢ plane are shown in Fig. 4. The
trajectories approximately follow the steepest descent paths
plv and p2v and (p2, p4) and (p7, pl0). Because of the
similarity of the paths, it is difficult to determine whether the
trajectories follow the vacuum or water paths more closely.
Figures 1 and 2 show that some paths in water are signifi-
cantly different from any of the path& vacua These are
however not found in the trajectories of the distance TMD
simulations, because only direct paths are allowed, i.e., paths
0.50 60 ps 180 for which the RMSD to the final conformation decreases

¢ monotonically. Of the sixC;,— C¢q trajectories four fol-

low the (p7, p10) path passing close to thg minimum and

FIG. 3. CPR paths for the AD. Solid lines denote the paths found with th
ACE force field, while dashed lines show the results obtained from th:tWO follow the path(p4, p2). In fact one of these two could

explicit water calculations for comparison. ACE minima are denoted byalso be Consid_ered_ tO_ be following tte4, p1) pa_th, S_ihCGpl
circles, saddle points by diamonds. and p2 are quite similar. For th€;¢q— C7, direction the

60
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2 b here, this is seen only with the ratio method in tBg.,
180 T 360 T . .
C7eq —Co,y direction, due to the energy landscape around the
eo L | 040 | i C;¢q conformation. With the ratio method the system is
v p2 v pushed out of the reactant minimum in the most favorable

way and the trajectories are initially biased toward the direc-
tion of minimum Cy. As the value of the RC is increased
_180 ‘ ‘ 0 . s (>0.5) the system is pushed toward the product conforma-
tion. For theCs conformation, however, the direct way to the
product leads over high barrieffig. 2(@)]. This does not
360 ‘ occur with the distance TMD, because from the beginning
Crax the system is pushed toward the product. For the same reason
. 240 | _— distance TMD finds only direct routes. It is a peculiarity of
v Creq the AD free energy landscape that the direct routes lead over
] 120 |- P8 reasonable barriers. The trapping is, therefore, not particular
1% to the ratio RC, it can also occur with any other reaction
18080 60 60 180 %8 —e0 60 180 coordinate. The combination of the sets of paths found with
¢ ¢ the distance and the ratio TMD includes all relevant path-
e) ways. This result is likely not to hold for larger systems,
360 ‘ since, as will be shown in Sec. Il F, the chosen RCs lead to

ax —> eq a systematic bias toward particular paths.
240 - \ b ----eqg->ax
v Yoop —— CPR

120 r

) d

120 1 7= 2" Creq T F. Influence of the RC and the transition direction

From the TMD simulations in water it seems that differ-
ent paths are preferred for the two different directions of the
conformational changéFigs. 4 and & In order to obtain
FIG. 5. Ratio TMD paths in explicit water. The results of the 12 trajectorieshetter statistics on this question a large number of additional
are shown together with the closest minimal free energy pétick lines. — \vip simulations were performed with the ACE force field,
Thin solid and thin dashed lines correspond to ©g,— C7eq and the . . . .
C7eq— C7ax direction, respectively. To maintain continuity of the paths it since it WE_‘S S_hO\_N_n that it leads to reasonab!e_ pathways with
was necessary to shift the origin @), (d), and (e) by 180° in they ~ CPR and is significantly faster than the explicit water calcu-
direction and by-180° in the¢ direction in(e). See also the description in  [ations. The resulting paths are compared to the CPR paths.
the text. For each RC and each direction 100 trajectories were calcu-
lated. For the distance RC in th@;,— C; direction 31
trajectories followed thé€p4, pl) path and 69 thép7, p10)
path. For theC;.4— C74 direction the preference was re-
versed with 93 trajectories along thpl, p4) path and 7
along the(pl0, p7) path. These preferences agree with the
results from the TMD simulations in explicit water. For the
ratio method the situation was slightly more complex. For

Also for the ratio TMD a total of 12 trajectories were the C;,— Creq direction there were 59 trajectories corre-
calculated. Five different types of trajectories are obtainedsponding to thép7, p10) path, 39 to th&p5, p8, p10) path,

Two trajectory types follow paths that are also found withone to the(p4, p3) path and one to th@7, p8, p9, p11) path.

the distance TMD methof(p2, p4) and (pl, p4) shown in  For the C;4— C7, direction 55 trajectories did not corre-
Figs. 5a) and Jc), respectively, whereas two others follow spond directly to any of the low energy paths and looked in
paths that were not found either with CRiRvacuoor with  principle similar to the paths shown in Fig(éh. These are

the distance TMO(p3, p4) and(p10, p8, p5) shown in Figs. considered to be trapped paths. Of the remaining trajectories,
5(b) and §d)]. For the C;¢q— Cy4 direction two paths are 44 followed the(pl, p4) path and one th€p3, p4) path.

found that do not correspond directly to any of the optimal  The preference for certain paths for the different direc-
paths[Fig. 5e)]. These paths are trapped in high energytions can be explained in a number of ways. In the distance
regions. The reason for the occurrence of such trajectories IEMD the constraint is not symmetric. In th€;,,— Ceq

that with TMD the system at every point equilibrates within simulation it corresponds to a hypersphere centere@QQ

the confined space that satisfies the restraints. When thehile in the C;¢4—C;4 the hypersphere is centered on
value of the restraint is changed the system readapts. ThiS,,,. Therefore, the available conformational space depends
procedure pushes the system to find the optimal way to satn the direction of the transition simulation. However, the
isfy the constraints, but is however dependent on its previoufact that direction-dependent path preference is observed also
position. In other words a local optimization of the single with the ratio method, which is symmetric, shows that the
trajectory points takes place that does not take the path asasymmetry of the constraint is not the only reason for the
whole into account. It is therefore possible that single trajecdirection dependence of the path preferences. Furthermore,
tories become trapped. In the case of the transition studiethe energetic landscape is different around the two confor-

0 . .
-360 240 -120 0
9

preference is toward th@2, p4) path with five trajectories
taking approximately this path and only one taking ¢h#0,
p7) path.

E. Ratio TMD with explicit water
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mations. The initial effect of the energy landscape can leada b
to completely divergent paths. This is a particular problem of
methods that calculate continuous trajectories. The path to be
followed is chosen according to what appears initially like
the lowest energy direction. Assuming there are a number of
divergent paths connecting the two conformations, they will,
by definition, converge toward the end points and diverge
elsewhere. This means that in the beginning it is relatively 5 0 5 10
probable that the trajectory jumps from one path to another. G [keal/mole] G [kcal/mol]

As the system progresses along the reaction coordinate sarr

pling of other pathways is hampered by the increasing dis-9 g D5
tance and the barriers between the paths. At the end points_
the path is well equilibrated, while later it may easily become
trapped. However, the probability for the transition along a
certain path depends mainly on the highest barrier encoun+
tered, and should be independent of the position of the bar-@v‘ .
rier along the path. These arguments and the results of the 10 B \ .
TMD simulations stress the importance of performing mul- 5 0 5 10
tiple trajectories when studying conformational changes. Fi- G [keal/mol] G [keal/mol]

nally, the direction of the change is also important, since th%IG. 6. Plot of different energy terms vs the free enefgyTotal energy of
constraint is being changed in small but discrete steps in @e solute—solvent systert) Approximated free energy based on the Pois-

finite time. Therefore, the process is by definition irrevers-son equation(c) Approximated free energy based on the linear response
ible approximation(d) Vacuum energy of the AD.

n
(=]

-
o
T

I

o

Etot [kcal/mol]
G(PB) [kcal/mol]

L
=)

=

[kecal/mo
Evac [kcal/mol]

10

In this study the ratio RC was necessary to show that the
paths calculated with TMD in water follow the OFEPS in algorithm2L22 The free energy is then calculated as the sum

water and not the vacuum steepest descent paths. This is gt ihe energy of the ADin vacuoand the free energy of

clear from the distance TMD results. It is important to noteg|ecirostatic solvation. The correlation coefficient to the free

that OFEPs are equilibrium paths, whereas with TMD theenergy from the PMF calculation is 0.8ig. 6b)]. As can

transition occurs in a relatively short period of tinjg during pe seen in Fig. 7 the implicit model free energy is also a

which equilibration of the solvent may not be sufficient. 4404 indicator of the position of the barriers along the path.

S This result extends the results of previous work on the field

G. Free energy estimation which has focused on minimal conformatidisHowever,
The calculation of multiple trajectories necessitates thdor dynamics it is important that barriers are also reproduced

use of criteria to assess the quality of the different solutionsgorrectly.

In previous studi€s® the total energy was used. In solvated ~ Another possibility to estimate solvation energies is

systems the total energy contains contributions from degreegiven by linear response thedfywhich indicates that the

of freedom that affect the free energy of the reaction only

indirectly. At the same time they lead to significant oscilla-

tions in the energy. These may hide more important contri- ' ' ' R

butions. In the case of the AD in explicit water it is possible | —— Etot |
to compare the total energies with the free energies that were gEERB;

obtained by the PMF calculation. For the twelve trajectories
performed with the ratio RC in explicit water the energies
and conformations were averaged over the 2 ps, during

which the RC is kept constant. Averaging was performedin g8 2|

a postprocessing step on conformations that had been saveds

every 50 steps of dynamics. As can be seen in Fig.tBere & 0r

is practically no correlation between the total energy and the

free energy(the correlation coefficient is equal to 0.Zhe -2

statistical error due to the oscillations of the solvent—solvent

energy is too large. Furthermore, Fig. 7 shows that the total -4t

energy peaks do not coincide with the free energy barriers

for one of the twelve runs. Similar results are found for the -6 . ; . .

other runs. 0 10 20 30 40 50

The estimation of the free energy of conformations alongriG. 7. Plot of the different energy terms for 50 snapshots along a typical
the path can be performed by employing an implicit solva-trajectory of the ratio TMD. Thick line: Free energy in explicit water. Thin

. ; ; ; olid line: Total energy of the solute—solvent system. The total energy was
tion model. The electrostatic solvation energy is Calcul‘fjlt(:"czcaled down by a factor of 5 for better comparison. Thin dashed line: Ap-

by solving the Poisson equat.ion for the Conformat?on of theproximated free energy based on the Poisson equation. Thin dotted line:
AD at the end of every 2 ps interval with a finite difference Approximated free energy based on the linear response approximation.
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tant and should be taken into account. With molecular dy-
namics the solvent can be equilibrated and its effect on the
solute is averaged.

In this study the free energy surface of the AD in solu-
tion was calculated in dependence of the two backbone di-
hedral angles. This leads to the definition of OFEPs as the
paths that at every nonstationary point follow the mean
force. They can be understood as the mean paths followed in
the slow transition limit. The aqueous environment flattens
the energetic landscape and makes the dynamics more com-
plex, since there are more minima and the number of prob-
FIG. 8. Snapshot from a simulation with ratio TM@= 1.0) showing the  able pathways is significantly increased with respect to the
AD_and the water molecules that lie withip the nonbopded interaction Cumﬁsituationin vacua For the same transition five different path—
radius R,=7.5 A). Carbon atoms are light grey, nitrogen atoms black, . - . . . .
oxygen atoms dark grey and hydrogen atoms white. The stereo plot Wa\élajys Wlt_h comparaple prObab”_lty_eXBF' It V_\”” be |_nter_est|ng
prepared usingioLscriPT (Ref. 29. to investigate to which extent similar situations arise in more

complex conformational changes in peptides or even pro-

teins. Unfortunately, the calculation of OFEPs with the
free energy of electrostatic solvation is proportional to onesmethod described here becomes impracticable for all but the
half the average solute—solvent electrostatic interaction ersimplest systems. The significance of the calculation of the
ergy. Figure 8 shows the water molecules that lie within theOFEPs for the AD lies in the possibility to use these results
nonbonded-cutoff distance and thus interact directly with théo validate simpler methods.
AD. For the van der Waals contribution a similar approach  Analytical implicit solvent models based on the general-
can be taken, where the factor of one-half is, however, noized Born equation can be used in conjunction with
given and should be determined by fittitiglt was found  minimization-based schemes to obtain reaction paths. The
that the van der Waals contribution is more or less constarmesults that were obtained for the AD with the ACE force
for the AD. This is in agreement with the finding that the field are reasonable. By using a second very simple model
solvent accessible surface does not change significantly. THer the solvent(Coulomb energy with constant dielectric
factor 0.5 for the Lennard—Jones interaction term was usedqual to that of watey it is shown that, for this system, the
for consistency. This leads to a further model for the freemain effect of the solvent lies mainly in the screening of
energy approximation as the sum of the average soluteelectrostatic interactions. Both models are very approximate
solvent interaction energy with the average vacuum energgnd their validity should be investigated in each case.
of the AD. Also this approximation is significantly better In TMD, the system is restrained to changing values of a
than the total energy both in terms of total correlation withreaction coordinate during dynamics. The trajectories ob-
the free energyFig. 6(c), r=0.75] and in terms of estimation tained contain thermal fluctuations that make comparison be-
of barrier height and positio(Fig. 7). tween pathways more difficult. Even for the simple system

In large systems it is generally not possible to calculateAD different possible paths are found by changing the initial
the free energy landscape in dependence of the most impogenditions. Most of the calculated paths approximately fol-
tant degrees of freedom. In such cases it will be of advantagew the optimal free energy paths. An issue of particular
to estimate the free energy with both the implicit and theimportance with TMD is the bias that the chosen reaction
linear interaction energy model. The extent of agreement bezoordinate exerts on the trajectory. A second reaction coor-
tween the two is an indirect measure of the validity of thedinate was introduced that allows better conformational sam-
estimation. However, one has to bear in mind that thesgling than when the RMSD is restrained. This second RC
models only lead to rough estimates of the barrier energy. Aleads to more diverse paths and shows that also in TMD the
the same time both approximations are expected to beconjgths depend significantly on the environment. Some of the
more critical for larger systems. Last, even though the twaths obtained with the ratio RC are trapped in high energy
models might seem quite independent, one should bear ifegions. The different RCs bias toward different paths thus
mind that implicit solvent models based on the Poisson equandicating that the results obtained depend on the RC choice.
tion are also essentially linear response motfels. The results obtained are partly complementary to each other.
The paths obtained with each RC are a subset of the possible
paths and even with a large number of simulations certain
possible paths are not found. This is particularly important

The calculation of optimal transition pathwaysvacuo considering the simplicity of the system. However, most of
has been tackled in many ways. Most of the methods usethe paths found correspond to the most probable OFEPs.
are based on minimization with additional constraitft€’?®  Furthermore, it is found that the direction of the transition
However, in solvent the situation is even more complex; forhas also a significant effect on the paths.
every configuration of the solvent a somewhat different path  Recently TMD has been used independently by Diaz
is obtained”’ It is obvious that the effect of the solvent has to et al.” and Ma and Karpldsto calculate reaction paths for
be averaged in order to obtain relatively well defined optimalthe conformational changes ias p21. The two studies lead
paths. At higher temperatures entropic effects become impote different results for both the pathways and the height of

IV. CONCLUSIONS
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