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Calculation of conformational transitions and barriers in solvated systems:
Application to the alanine dipeptide in water

Joannis Apostolakis, Philippe Ferrara, and Amedeo Caflischa)

Department of Biochemistry, University of Zu¨rich, Winterthurerstrasse 190, CH-8057 Zu¨rich, Switzerland

~Received 31 August 1998; accepted 19 October 1998!

Optimal free energy paths~OFEPs! for conformational transitions are parallel to the mean force at
every nonstationary point of the free energy landscape. In contrast to adiabatic paths, which are
parallel to the force, OFEPs include the effect of entropy and are relevant even for systems with
diffusive degrees of freedom. In this study the OFEPs are computed for the alanine dipeptide in
solution. The potential of mean force is calculated and an effective potential is derived that is used
to obtain the paths with a minimization based algorithm. The comparison of the calculated paths
with the adiabatic pathsin vacuo shows the influence of the environment on conformational
transitions. The dynamics of the alanine dipeptide in water are more complex, since there are more
minima and the barriers are lower. Two simpler methods for the calculation of reaction pathways in
solution are evaluated by comparing their results with the OFEPs. In the first method the mean
electrostatic field of the water is approximated by an analytical continuum model. The obtained
paths show qualitative agreement with the OFEPs and the height of the barriers are similar. Targeted
molecular dynamics~TMD!, the second approach, constrains the distance to a target conformation
to accelerate the transition. In the general case, however, it is difficult to assess the physical
significance of the obtained paths. Changing the initial conditions by assigning different velocities
leads to different solutions for the conformational transition. Furthermore, it is shown that by
performing the simulations with different reaction coordinates or in opposite directions different
pathways are preferred. This result can be explained by the structure of the free energy landscape
around the initial conformations. In a first approximation the physical significance of different
pathways is assumed to depend mainly on the free energy at the highest saddle point. In the
literature the total energy of the system has often been used to estimate the position and the height
of the energy barriers in the path. By comparing the total energy with the calculated free energy it
is shown that the former largely overestimates the height of the barriers. Furthermore, the positions
of the maxima of the total energy do not coincide with the free energy barriers. Simple
approximations to the free energy lead to good quantitative agreement. ©1999 American Institute
of Physics.@S0021-9606~99!50204-3#
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I. INTRODUCTION

Transitions between conformational states of molecu
are important in a number of biological problems. For e
ample, signal transduction and the regulation of protein pr
erties often depend on such conformational changes. Pro
folding and denaturation correspond to the interconvers
between the native and the denatured state. Finally, chem
reactions can also be seen as transitions between two co
mations~configurations! of the participating nuclei and elec
trons. The kinetics of a transition depends on the free ene
barriers found along the pathway and the transmission c
ficient, which takes into account the effect of trajector
recrossing the barrier.1 Both the free energy barriers and th
transmission coefficient depend on the pathway chosen
the transition. Therefore, knowledge of the pathways is n
essary for understanding the kinetics. Moreover, it is kno
that the efficiency of free energy calculations depends on
free energy barriers encountered on the way.2 This is true for

a!Author to whom all correspondence should be addressed. Electronic
caflisch@bioc.unizh.ch
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conformational transitions as well as for chemical reactio
Reaction paths are especially important when kinetica
trapped states are being considered. They are, however
ficult to observe experimentally. Structure determinati
methods like nuclear magnetic resonance and x-ray crys
lography yield data on average structures of ensemble
many molecules. In most cases it is difficult to synchron
the transitions in such a way that time resolution of the p
cess is possible. Furthermore, it is conceivable that a num
of distinct possible pathways exist. Theoretical methods l
energy minimization and molecular dynamics offer a con
nient possibility to study these issues on a single molec
basis. The price one has to pay for this is the limited tim
scale. Most large scale conformational changes have to
accelerated in order to be observed in the time scale o
computationally feasible simulation.

In this work three different methods are used to obt
the transition pathways between different conformations
the alanine dipeptide~AD!. In the first approach the two
dimensional potential of mean force of the AD is calculat
and the free energy is approximated by an analytical fu
il:
9 © 1999 American Institute of Physics
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tion. The application of the conjugate peak refinement al
rithm ~CPR!3 on this analytical function leads to optimal fre
energy paths~OFEPs!. These are more relevant for kinetic
than adiabatic paths, which have been the focus of prev
research.4 Furthermore, the free energy barriers along
pathway can be assessed. The calculated reaction paths
the dependence of the transition pathway on the envir
ment. A number of pathways that are energetically unfav
able in vacuobecome accessible in water. Barriers for tra
sitions are generally lower in water.

In the second approach the effect of the solvent is
cluded implicitly through the use of the analytical continuu
electrostatics ~ACE! solvation model of Schaefer an
Karplus.5 ACE was implemented in theCHARMM23 program
and used together with CPR to obtain the adiabatic map
the steepest descent pathways for the AD in solution.
paths qualitatively agree with the ones from the potentia
mean force~PMF! calculations. It can be shown that th
main electrostatic effect of the water lies in the screening
the intrasolute interactions. This method is, in principle,
lated to the first, since the implicit model corresponds to
mean force potential of the solvent.

Targeted molecular dynamics~TMD!, the third ap-
proach, is a simple method to accelerate transitions.6 It has
recently been used independently by Diazet al.7 and Ma and
Karplus8 to calculate reaction paths for the conformation
changes inras p21. In TMD the root mean square distan
~RMSD! to a target structure is constrained and continuou
decreased during the simulation. The system is slowly for
to find a path from its initial state to the final conformatio
This time-dependent constraint introduces a bias which
minimal in the sense that only one degree of freedom
constrained. With TMD the Cartesian distance between c
formations is assumed to be an adequate descriptor of
progress along the reaction path, a reaction coordinat
other words. It is easy to imagine paths for which this
sumption is not valid. When a number of distinct pathwa
exist, the choice of the reaction coordinate will influence
results significantly. Furthermore, although in most stud
using TMD the forward and reverse direction for the sim
lation is performed, the question of the stability of the so
tions with respect to small perturbations of the initial con
tions is still open.

TMD is applied to the conversion of the C7 axial to th
C7 equatorial conformation of the AD in solution. The si
nificance of the pathways and the corresponding barrier
investigated through comparison with the results from
PMF calculations. In this work three main differences to t
original TMD exist. First, the system is restrained to t
conformational subspace corresponding to a particular v
of the reaction coordinate~RC! by a harmonic term. This
allows control of the stringency, with which the restraint
applied. In the original method the RC is controlled by t
application of a holonomic constraint. Second, the RC
discontinuously decreased in small steps to allow equilib
tion and the calculation of average properties. Last, a dif
ent choice for the reaction coordinate is investigated. It is
equal to the ratioh of the RMSD to the initial structure ove
the sum of the RMSDs to the initial and the final structu
-
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This choice of the reaction coordinate has already been u
by Czerminski and Elber in reaction path studies based
energy minimization.9 It is more general since for any arb
trary conformation its value lies between zero and one. D
ing the simulationh is slowly increased from zero to one
Therefore, this RC is less restrictive. A number of pathwa
are found in theh simulations that are not found with th
original TMD. Multiple simulations with different random
seeds for the assignment of the initial velocities show tha
number of possible solutions exist for the pathway.

The total energy of the system has been used in
literature to find the energy barriers along the RC and
assess their height.7,8 The comparison with the PMF calcula
tion shows that the total energy is only weakly correlat
with the free energy. Marroneet al.10 have shown that an
implicit solvation model, which models the electrostatic e
fect of the solvent with the help of the Poisson equatio
gives a good description of the one-dimensional PMFs of
AD in water. Further, Smartet al.11 have shown that a simi
lar model leads to reasonable results for the free ene
minima of the AD in water. The use of the former model
this work leads to an expression for the free energy in so
tion which shows good agreement with the explicit wa
simulation for the positions and the heights of the barrie
thus extending previous results. Furthermore, a second
energy function is constructed, based on an approximatio
the solvation free energy, which is linear in the interacti
energy.12 This model also shows satisfactory agreement w
the PMF calculation.

II. METHODS

All simulations were performed with theCHARMM23 pro-
gram. The water model and the polar-hydrogen model fr
the CHARMM parameter set 19 were used, i.e., polar hyd
gens are treated explicitly, while nonpolar hydrogens are
cluded in the heavy atom they are bound to.1,13

A. Minimal free energy paths

The two-dimensional PMF of the AD in water has be
presented previously by other groups.14,15In this study it was
calculated by an adaptive umbrella potential scheme,16,17that
was implemented in theCHARMM23 program. The PMF is
iteratively approximated by a linear combination of basis
functions:

Ui~l1 ,l2!5(
a1

(
a2

aa1a2
f a1

~1!~l1! f a2

~2!~l2!. ~1!

Ui is an analytical approximation to the PMF extract
from the ith simulation,l1,2 are the degrees of freedom ov
which the PMF is to be calculated,f a j

( j )(l j ), j 5(1,2) are

trigonometric functions of thel variables. The coefficients
aa1a2

are determined by a linear least-squares fit.17 For the
AD in the polar–hydrogen model,1,13 there are only two soft
degrees of freedom, thef andc backbone dihedral angles
For each dimension 13 functions were used for the basis
sin(nl), cos(nl) ~n51–6! and a constant.17 The inverted po-
tential of mean force extracted from simulationi is added to
the energy function for simulationi 11. Upon convergence
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the simulations give uniform sampling in then degrees of
freedom. Two-hundred iterations were performed. Each
eration consisted of 10 ps of equilibration and 40 ps of d
collection. The analytical approximation to the PMF that w
obtained from the adaptive umbrella potential calculat
(U200) was used to create a simplified model of the AD
solution. The model consists of five linearly bonded ato
mimicking the backbone of the AD. The energy of the sy
tem is given by:

U tot5Ubond1Uangle1Uf,c , ~2!

whereUf,c is equal toU200. The bond and bond angle en
ergy terms (Ubond,Uangle) are used to keep the geomet
similar to that of the AD backbone. Since no nonbond
terms are included and only minimization is applied, the c
pling between terms can be neglected. The adiabatic ma
this model corresponds to the calculated PMF of the AD
water. The CPR algorithm3 as implemented in theTRAVEL

module ofCHARMM23 was used to obtain an approximatio
to the steepest descent path for the transition from the in
to the final state. CPR starts from the initial and final co
formations to find a connecting path. The saddle points
the path are identified and refined. From each side of a
fined saddle point a steepest descent minimization is sta
Assuming there is a single saddle point on the path, th
minimizations should lead to the initial and final conform
tions. For a more detailed description of the method
reader is referred to the original literature.3 Application of
this algorithm to the simplified AD molecule yielded th
optimal free energy paths for the conformational transitio
between the different free energy minima in water. Similar
an adiabatic path, which follows the gradient at each n
stationary point, an optimal free energy path is defined
follow the mean force. Given an initial and a final conform
tion CPR finds exactly one pathway. In order to obtain d
ferent pathways for the same transition, an intermediate p
close to the alternative saddle point is necessary. Therefo
fair amount of intuition or, as is the case here, previo
knowledge of the energy landscape is necessary.

B. The TMD method

The conformation of a protein can be described a
vectorX in 3N dimensional space, where N is the number
atoms in the protein. The length of the difference vec
between two conformations is proportional to their RMS
In the original TMD, simulations are performed with an a
ditional time-dependent holonomic constraint, which acts
the length of the difference vector between the actual c
formation and a target structure:

f~X!5uX2X f u22r~ t !250. ~3!

X f is the vector corresponding to the target structure.r(t)
starts at a value equal to the distance between the initial
the final state and is slowly reduced to zero during the sim
lation. The space of the conformations satisfying this c
straint corresponds to a hypersphere of radiusr(t) around
the final conformation. In the present work, a harmonic
straint is employed to control the sampling:
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RMSDf5
uX2X f u

AN
, ~4!

U res~X!5K~RMSDf2r!2, ~5!

whereK is the force constant of the harmonic potential, s
to 100 kcal/mol Å2, N is the number of constrained atom
and RMSDf is the RMSD to the final structure.r starts with
a value equal to the RMSD between the initial and fin
structures. It is discontinuously decreased to zero in fifty 2
intervals. The RMSD thus corresponds to the RC, describ
the progress toward the target conformation. It is import
to note that this distance RC is not symmetric with respec
the initial and final structures since the hypersphere on wh
the system is restrained is centered on the target confor
tion. This implies that different parts of the conformation
space are sampled in the forward and reverse simulati
Also, since the initial value of the RC corresponds to t
RMSD between the initial and the target conformation and
monotonically decreased, pathways that lead over struct
with a larger RMSD to the target conformation cannot
sampled. It is therefore reasonable to test other, less res
tive, choices for the RC. The ratio RCh is defined as the
ratio of the distance to the initial conformation over the su
of the distances to the initial and final conformation:

U~X!5KS uX2X i u
uX2X i u1uX2X f u

2h D 2

. ~6!

K was set to 500 kcal/mol Å2. Performing a simulation with
h slowly changing from 0 to 1 pushes the system from
initial to the final state. A value ofh between 0 and 1 re
strains the system on a sphere atL :9

L5
h2X f2~12h!2X i

2h21
, ~7!

with radiusR:

R5Uh~12h!

2h21
~X i2X f !U. ~8!

There are no global restrictions on the pathway. This me
that, unlike the distance RC, conformations that differ fro
the final structure by more thanuX i2X f u can be sampled
Furthermore, this reaction coordinate is symmetric with
spect to the initial and final structures. Therefore, th
should in principle be no bias toward different paths for t
forward and reverse directions of the simulation.

Since rigid body motions make it difficult to restrain th
system close to the barriers, sampling of the saddle po
becomes inefficient. The Eckart conditions were applied
the form of holonomic constraints to avoid rigid body tran
lation and rotation,18

(
i

M i~r i2r i
ref!50, ~9!

(
i

M ir i3r i
ref50. ~10!
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Here the sum is over the atomsi of the solute,Mi is the
atomic mass,r i is the atomic coordinate vector andr i

ref is the
reference coordinate. The reference coordinates are t
from either the initial or final conformation.

C. Simulations in water

Explicit water simulations were performed with period
boundary conditions and a cubic box of 18.8 Å length. T
box contained 206 water molecules. TheSHAKE method was
used to constrain the bonds in the water molecules.19 The
time integration step was 1 fs. The minimized system w
heated during 5 ps by reassigning the velocities every
steps according to a Gaussian distribution. The system
then equilibrated for 10 ps at 300 K. For the calculation
the pathway with the distance RC,r was initially set to 1.357
Å, corresponding to the RMSD between the reactant and
product. After every 2 ps of simulation timer is decreased
such that it is equal to zero at 100 ps. For the ratio methoh
is initially set to zero and increased by 0.02 every 2 ps u
it reaches one, leading to a total simulation time of 100 p

D. Implicit solvation models

The two implicit solvation models used in this stud
were based on the following equation:

Gtot5Evac1DGsolv. ~11!

Gtot is the total free energy in solution,Evac the energy of the
solute in vacuoand DGsolv the electrostatic free energy o
solvation. Nonpolar contributions are usually approxima
by a solvent accessible surface-dependent term, which
neglected here, since the accessible surface of the
changes by 12Å2 at most. The calculation of the electrosta
solvation term was performed in two different ways: with
approximate model~ACE! and with a finite difference
scheme for the solution of the Poisson equation. The A
force field is an analytical approximation to the semianaly
cal method of Stillet al.20 It is based on the Coulombi
approximation for the calculation of the self-energy of s
vation and on the generalized Born equation for the scre
ing of solute–solute interactions. ACE is not as accurate
the solution of the Poisson equation, but being analytica
yields the energy gradients which are necessary for min
zation and dynamics. It was implemented and used with
parameters described in the original work.5 The smoothing
parameter (a) for the atomic volumes was set to 1.6, th
dielectric constant was set to 1.0 and 78.5 for the solute
the solvent, respectively. The Poisson equation was so
by a finite difference scheme with the programUHBD.21,22

The molecular surface was used to define the dielec
boundary and smoothing was applied.23 For the dielectric
constants the same values were used as in the ACE f
field. Two steps of focusing were performed for every stru
ture. The spacing of the final grid was 0.4 Å .
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III. RESULTS

A. Steepest descent paths in vacuo

The adiabatic surface of the ADin vacuo, shown in Fig.
1, is very similar to the vacuum free energy surface cal
lated by adaptive umbrella sampling.17 There are two signifi-
cant minima (C7eq andC7ax). Two different steepest descen
pathsp1v andp2v were obtained with CPR for the transitio
between the two minima. The saddle points lie 8.5 and 1
kcal/mol higher than the lowest minimum (C7eq), respec-
tively ~Table I!. Since for every transition path there is e
actly one highest saddle point, the paths and the corresp
ing saddle points are denoted by the same symbol.

B. Optimal free energy paths in water

For the simulations in water it is important to assess
statistical error of the PMF calculation and the error in t
analytical approximation to the free energy. The statisti
error was estimated as the standard deviation between
results obtained after 100 and 200 updates of the adap
umbrella potential. This yields an error of 0.3 kcal/m
which lies well belowkT ~0.6 kcal/mol!. The quality of the
analytical approximation seems important, since even sm
deviations in the energy can lead to significant difference
the form of the OFEPs. This is the case particularly in
gions where the energy function is flat. There, however,
system is not expected to follow the path faithfully becau
of thermal fluctuations. For the present purposes it is su

FIG. 1. Adiabatic surface of the ADin vacuoin dependence of thef andc
backbone dihedral angles. Contour lines are drawn at a distance o
kcal/mol. The adiabatic paths connecting the minima were calculated
CPR.

TABLE I. Minima and transition statesin vacuo. Positions and energies o
the minima and highest saddle points along the pathsin vacuo. Energies are
given in kcal/mol.

Name Coordinates Energy

C7eq ~274°,99°! 0.00
C7ax ~57°,283°! 2.69
p1v ~212°,247°! 8.54
p2v ~13°,49°! 10.48
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cient that errors in the energy lie belowkT. The analytical
approximation to the free energy of AD in water shows
standard deviation of 0.2 kcal/mol to the calculated PM
This agreement is satisfactory and the discussion of the
energy potential will be limited to the analytical approxim
tion. The free energy surface shows five minima alrea
known from the literature11 C7eq,aR ,aL ,C5 andC7ax ~Fig.
2!. There is an additional minimum (aL8) at position~65°,
143°!. This minimum is separated from theaL minimum by
a barrier lower than 0.2 kcal/mol. Therefore, its physical s
nificance is questionable, however it is included here beca
it influences the form of the transition paths.

In all there are 11 direct paths(p1–p11! leading from
one minimum to another without passing through a third o
Pathsp1, p2 andp3 lead fromC7eq to aR and pathsp4 and
p6 lead fromaR to C7ax via different saddle points. The
remaining paths differ in at least one end point from ea
other. Some minima are not connected directly. For exam
there are no direct paths leading fromC7eq to C7ax. Instead a
number of possible combinations of paths exist that lead o
the intermediatesaR or aL . To form such indirect paths an

FIG. 2. ~a! Free energy surface of the AD in water. Contour lines are dra
every 0.5 kcal/mol. The OFEPs connecting the minima are shown. For
ity the names of the minima and the saddle points are shown in~b!. Due to
periodicity, paths that end abruptly at the border of the plot are unders
to be continued on the other side.~b! OFEPs for the AD in water. Minima
are denoted by circles, saddle points by diamonds.
.
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path leading from the initial conformation to the intermedia
can be combined with any path leading from the intermed
to the final conformation. The barrier along such a path
defined as the difference between the highest saddle p
and the lowest minimum on the path. The most reasona
paths leading fromC7eq to C7ax are ~p1, p4!, ~p2, p4!, ~p3,
p4!, ~p10,p7!, and~p10,p8, p5!. A certain degeneracy exist
in the sense that the barriers for all of these paths lie wit
kT, although most of these paths differ significantly fro
each other. The paths~p1, p4! and ~p10, p7! can be com-
pared to thep1v and p2v paths in vacuo, respectively. Th
saddle pointp10 lies lower thanp4 by 0.6 kcal/mol. This is
in contrast to the situationin vacuo, wherep1v is more prob-
able thanp2v by almost 2 kcal/mol. Furthermore, the barri
at p10 is also lower than the barrier atp1v by almost 2
kcal/mol. Hence conformational transitions are facilitated
the solvent.

C. CPR with electrostatic solvation models

The effect of the solvent leads to the stabilization
certain conformations and a general flattening of the ene
hypersurface~Figs. 1 and 2!. It is known10 that these effects
are mainly electrostatic and can be modeled with the help
implicit solvent models. Here an analytical implicit solvatio
model is used for the calculation of reaction paths in wa
The underlying assumption is that the solvent can be
proximated well by the analytical model. In the generaliz
Born treatment the electrostatic contributions to solvation
divided into a self term and a screened interaction term. T
self term corresponds to the direct interaction of sol
charges with the dipoles of the solvent, while the scree
interaction term describes the effect of the solvent on
solute charge–charge interactions.

The adiabatic map of the AD in the ACE force field
qualitatively very similar to the PMF in water. The agre
ment is satisfactory with a standard deviation to the PMF
water of 0.9 kcal/mol~Table II!. The adiabatic map con
structed using the Poisson equation for the electrostatic
the manner of Marroneet al.10 shows a somewhat bette
qualitative and quantitative agreement with the PMF in wa
~standard deviation of 0.7 kcal/mol!. The calculation of the
possible pathways with CPR is straightforward and leads
the paths shown in Fig. 3. The paths are overall quite sim
to the ones obtained from the PMF calculations. Therefo
the names of the paths have been maintained. Notable di
ences are pathsp1 andp3, which with the ACE force field
lead from minimumaR to C5 . This is in contrast top1 and
p3 in water which lead toC7eq. This difference is more
formal than substantial because the energy is relatively fla
that region. Plotting the paths found with the ACE force fie
in the PMF landscape shows that the energy of the sa
point does not change forp1 while it becomes less favorabl
by 1 kcal/mol forp3. In the ACE simulations no paths coul
be found that correspond directly top2. The barriers are in
general somewhat lower than in the explicit water simulat
~Table II!.

As has been mentioned earlier the AD has been use
show the agreement of numerical continuum electrost
models based on the Poisson equation or the genera
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Born approach24 with explicit water simulations. The result
for the ACE force field are satisfactory and show that a
lytical implicit solvent models can be used to calculate tra
sition pathways for simple systems.

A further point that is of interest, is whether it is th
direct electrostatic interactions of the AD with the water
poles or an indirect screening effect that leads to the flat
ing of the energy function. The simplest way to address
question is to use electrostatic models that describe only
screening effect of the solvent. The latter can be appro
mated by assuming a homogeneous dielectric equal to th
water (e578.5). In a homogeneous dielectric the self term
zero. In the case of the AD these approximations seem
sonable due to the small size of the solute. The adiabatic
with a constant dielectric permittivity of 78.5 shows qualit

TABLE II. Minima and transition states in water. Positions and energies
the minima and highest saddle points along the paths. Energies are giv
kcal/mol.

Explicit water ACE

Name Coordinates Energy Coordinates Energ

C7eq ~275°,136°! 0.00 ~288°,143°! 0.00
aR ~276°,250°! 1.41 ~284°,242°! 0.71
C7ax ~57°,284°! 3.85 ~59°,278°! 4.34
aL ~51°,81°! 4.38 ~55°,73°! 4.35
aL8 ~65°,143°! 4.85 ~63°,178°! 4.46
C5 ~2147°,152°! 1.34 ~2142°,145°! 0.12

p1 ~2135°,48°! 4.14 ~2140°,42°! 2.61
p2 ~297°,33°! 4.07 ••• •••
p3 ~292°,2116°! 4.19 ~2133°,2114°! 3.28
p4 ~11°,273°! 7.36 ~7°,275°! 6.88
p5 ~55°,2129°! 6.34 ~56°,2117°! 5.15
p6 ~121°,249°! 11.60 ~120°,254°! 9.46
p7 ~64°,221°! 6.51 ~66°,216°! 5.98
p8 ~62°,121°! 4.97 ~66°,130°! 4.69
p9 ~123°,119°! 10.28 ~120°,138°! 8.66
p10 ~5°,96°! 6.75 ~7°,98°! 6.47
p11 ~2120°,142°! 1.83 ~2121°,144°! 0.16

FIG. 3. CPR paths for the AD. Solid lines denote the paths found with
ACE force field, while dashed lines show the results obtained from
explicit water calculations for comparison. ACE minima are denoted
circles, saddle points by diamonds.
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tive agreement with the PMF in explicit water and the AC
solvation model~standard deviation of 0.9 and 0.7 kcal/mo
respectively!. This result indicates that the main effect
water on the AD is the screening of the interactions with
the solute. Moreover, more stringent test cases for the v
dation of implicit solvation models are needed, since it
shown that the homogeneous dielectric model, which is
accurate for more complex systems yields good approxi
tions of the PMF of AD in solution. On the other hand th
combination of results for the AD10,24 with results from the
solvation energy of small compounds,20,25 where the domi-
nant part of the electrostatic solvation is due to the self
ergy suggests that electrostatic solvation is descri
satisfactorily by Poisson and numerical generalized B
methods, at least for small systems.

D. Distance TMD with explicit water

Six independent trajectories were calculated for
C7ax→C7eq and theC7eq→C7ax directions. The projections
of the snapshots on thef –c plane are shown in Fig. 4. Th
trajectories approximately follow the steepest descent p
p1v and p2v and ~p2, p4! and ~p7, p10!. Because of the
similarity of the paths, it is difficult to determine whether th
trajectories follow the vacuum or water paths more close
Figures 1 and 2 show that some paths in water are sig
cantly different from any of the pathsin vacuo. These are
however not found in the trajectories of the distance TM
simulations, because only direct paths are allowed, i.e., p
for which the RMSD to the final conformation decreas
monotonically. Of the sixC7ax→C7eq trajectories four fol-
low the ~p7, p10! path passing close to theaL minimum and
two follow the path~p4, p2!. In fact one of these two could
also be considered to be following the~p4, p1! path, sincep1
and p2 are quite similar. For theC7eq→C7ax direction the

f
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e
e
y

FIG. 4. Distance TMD paths in explicit water. Thin solid lines correspond
the C7ax→C7eq transition, thin broken lines correspond to theC7eq→C7ax

direction. The adiabatic pathin vacuois shown in thick broken lines and the
closest minimal free energy paths in water are shown in solid thick lin
Due to the initial equilibration and the fact that at the beginning of t
simulation the system is constrained on a sphere with a radius of 1.35
around the target conformation the TMD trajectories do not start exactl
the initial conformation.
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preference is toward the~p2, p4! path with five trajectories
taking approximately this path and only one taking the~p10,
p7! path.

E. Ratio TMD with explicit water

Also for the ratio TMD a total of 12 trajectories wer
calculated. Five different types of trajectories are obtain
Two trajectory types follow paths that are also found w
the distance TMD method@~p2, p4! and ~p1, p4! shown in
Figs. 5~a! and 5~c!, respectively#, whereas two others follow
paths that were not found either with CPRin vacuoor with
the distance TMD@~p3, p4! and~p10, p8, p5! shown in Figs.
5~b! and 5~d!#. For theC7eq→C7ax direction two paths are
found that do not correspond directly to any of the optim
paths @Fig. 5~e!#. These paths are trapped in high ener
regions. The reason for the occurrence of such trajectorie
that with TMD the system at every point equilibrates with
the confined space that satisfies the restraints. When
value of the restraint is changed the system readapts.
procedure pushes the system to find the optimal way to
isfy the constraints, but is however dependent on its previ
position. In other words a local optimization of the sing
trajectory points takes place that does not take the path
whole into account. It is therefore possible that single traj
tories become trapped. In the case of the transition stu

FIG. 5. Ratio TMD paths in explicit water. The results of the 12 trajector
are shown together with the closest minimal free energy paths~thick lines!.
Thin solid and thin dashed lines correspond to theC7ax→C7eq and the
C7eq→C7ax direction, respectively. To maintain continuity of the paths
was necessary to shift the origin of~b!, ~d!, and ~e! by 180° in thec
direction and by2180° in thef direction in~e!. See also the description in
the text.
.

l
y
is

he
is
t-
s

s a
-

ed

here, this is seen only with the ratio method in theC7eq

→C7ax direction, due to the energy landscape around
C7eq conformation. With the ratio method the system
pushed out of the reactant minimum in the most favora
way and the trajectories are initially biased toward the dir
tion of minimum C5 . As the value of the RC is increase
~.0.5! the system is pushed toward the product conform
tion. For theC5 conformation, however, the direct way to th
product leads over high barriers@Fig. 2~a!#. This does not
occur with the distance TMD, because from the beginn
the system is pushed toward the product. For the same re
distance TMD finds only direct routes. It is a peculiarity
the AD free energy landscape that the direct routes lead o
reasonable barriers. The trapping is, therefore, not partic
to the ratio RC, it can also occur with any other reacti
coordinate. The combination of the sets of paths found w
the distance and the ratio TMD includes all relevant pa
ways. This result is likely not to hold for larger system
since, as will be shown in Sec. III F, the chosen RCs lead
a systematic bias toward particular paths.

F. Influence of the RC and the transition direction

From the TMD simulations in water it seems that diffe
ent paths are preferred for the two different directions of
conformational change~Figs. 4 and 5!. In order to obtain
better statistics on this question a large number of additio
TMD simulations were performed with the ACE force fiel
since it was shown that it leads to reasonable pathways
CPR and is significantly faster than the explicit water calc
lations. The resulting paths are compared to the CPR pa
For each RC and each direction 100 trajectories were ca
lated. For the distance RC in theC7ax→C7eq direction 31
trajectories followed the~p4, p1! path and 69 the~p7, p10!
path. For theC7eq→C7ax direction the preference was re
versed with 93 trajectories along the~p1, p4! path and 7
along the~p10, p7! path. These preferences agree with t
results from the TMD simulations in explicit water. For th
ratio method the situation was slightly more complex. F
the C7ax→C7eq direction there were 59 trajectories corr
sponding to the~p7, p10! path, 39 to the~p5, p8, p10! path,
one to the~p4, p3! path and one to the~p7, p8, p9, p11! path.
For theC7eq→C7ax direction 55 trajectories did not corre
spond directly to any of the low energy paths and looked
principle similar to the paths shown in Fig. 5~e!. These are
considered to be trapped paths. Of the remaining trajecto
44 followed the~p1, p4! path and one the~p3, p4! path.

The preference for certain paths for the different dire
tions can be explained in a number of ways. In the dista
TMD the constraint is not symmetric. In theC7ax→C7eq

simulation it corresponds to a hypersphere centered onC7eq

while in the C7eq→C7ax the hypersphere is centered o
C7ax. Therefore, the available conformational space depe
on the direction of the transition simulation. However, t
fact that direction-dependent path preference is observed
with the ratio method, which is symmetric, shows that t
asymmetry of the constraint is not the only reason for
direction dependence of the path preferences. Furtherm
the energetic landscape is different around the two con

s
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mations. The initial effect of the energy landscape can l
to completely divergent paths. This is a particular problem
methods that calculate continuous trajectories. The path t
followed is chosen according to what appears initially li
the lowest energy direction. Assuming there are a numbe
divergent paths connecting the two conformations, they w
by definition, converge toward the end points and dive
elsewhere. This means that in the beginning it is relativ
probable that the trajectory jumps from one path to anoth
As the system progresses along the reaction coordinate
pling of other pathways is hampered by the increasing
tance and the barriers between the paths. At the end po
the path is well equilibrated, while later it may easily becom
trapped. However, the probability for the transition along
certain path depends mainly on the highest barrier enco
tered, and should be independent of the position of the
rier along the path. These arguments and the results of
TMD simulations stress the importance of performing m
tiple trajectories when studying conformational changes.
nally, the direction of the change is also important, since
constraint is being changed in small but discrete steps
finite time. Therefore, the process is by definition irreve
ible.

In this study the ratio RC was necessary to show that
paths calculated with TMD in water follow the OFEPs
water and not the vacuum steepest descent paths. This i
clear from the distance TMD results. It is important to no
that OFEPs are equilibrium paths, whereas with TMD
transition occurs in a relatively short period of time duri
which equilibration of the solvent may not be sufficient.

G. Free energy estimation

The calculation of multiple trajectories necessitates
use of criteria to assess the quality of the different solutio
In previous studies7,8 the total energy was used. In solvate
systems the total energy contains contributions from deg
of freedom that affect the free energy of the reaction o
indirectly. At the same time they lead to significant oscil
tions in the energy. These may hide more important con
butions. In the case of the AD in explicit water it is possib
to compare the total energies with the free energies that w
obtained by the PMF calculation. For the twelve trajector
performed with the ratio RC in explicit water the energi
and conformations were averaged over the 2 ps, du
which the RC is kept constant. Averaging was performed
a postprocessing step on conformations that had been s
every 50 steps of dynamics. As can be seen in Fig. 6~a! there
is practically no correlation between the total energy and
free energy~the correlation coefficient is equal to 0.2!. The
statistical error due to the oscillations of the solvent–solv
energy is too large. Furthermore, Fig. 7 shows that the t
energy peaks do not coincide with the free energy barr
for one of the twelve runs. Similar results are found for t
other runs.

The estimation of the free energy of conformations alo
the path can be performed by employing an implicit solv
tion model. The electrostatic solvation energy is calcula
by solving the Poisson equation for the conformation of
AD at the end of every 2 ps interval with a finite differen
d
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algorithm.21,22 The free energy is then calculated as the s
of the energy of the ADin vacuo and the free energy o
electrostatic solvation. The correlation coefficient to the fr
energy from the PMF calculation is 0.84@Fig. 6~b!#. As can
be seen in Fig. 7 the implicit model free energy is also
good indicator of the position of the barriers along the pa
This result extends the results of previous work on the fi
which has focused on minimal conformations.11 However,
for dynamics it is important that barriers are also reprodu
correctly.

Another possibility to estimate solvation energies
given by linear response theory26 which indicates that the

FIG. 6. Plot of different energy terms vs the free energy.~a! Total energy of
the solute–solvent system.~b! Approximated free energy based on the Po
son equation.~c! Approximated free energy based on the linear respo
approximation.~d! Vacuum energy of the AD.

FIG. 7. Plot of the different energy terms for 50 snapshots along a typ
trajectory of the ratio TMD. Thick line: Free energy in explicit water. Th
solid line: Total energy of the solute–solvent system. The total energy
scaled down by a factor of 5 for better comparison. Thin dashed line:
proximated free energy based on the Poisson equation. Thin dotted
Approximated free energy based on the linear response approximation
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free energy of electrostatic solvation is proportional to o
half the average solute–solvent electrostatic interaction
ergy. Figure 8 shows the water molecules that lie within
nonbonded-cutoff distance and thus interact directly with
AD. For the van der Waals contribution a similar approa
can be taken, where the factor of one-half is, however,
given and should be determined by fitting.12 It was found
that the van der Waals contribution is more or less cons
for the AD. This is in agreement with the finding that th
solvent accessible surface does not change significantly.
factor 0.5 for the Lennard–Jones interaction term was u
for consistency. This leads to a further model for the fr
energy approximation as the sum of the average solu
solvent interaction energy with the average vacuum ene
of the AD. Also this approximation is significantly bette
than the total energy both in terms of total correlation w
the free energy@Fig. 6~c!, r50.75# and in terms of estimation
of barrier height and position~Fig. 7!.

In large systems it is generally not possible to calcul
the free energy landscape in dependence of the most im
tant degrees of freedom. In such cases it will be of advant
to estimate the free energy with both the implicit and t
linear interaction energy model. The extent of agreement
tween the two is an indirect measure of the validity of t
estimation. However, one has to bear in mind that th
models only lead to rough estimates of the barrier energy
the same time both approximations are expected to bec
more critical for larger systems. Last, even though the t
models might seem quite independent, one should bea
mind that implicit solvent models based on the Poisson eq
tion are also essentially linear response models.26

IV. CONCLUSIONS

The calculation of optimal transition pathwaysin vacuo
has been tackled in many ways. Most of the methods u
are based on minimization with additional constraints.3,4,27,28

However, in solvent the situation is even more complex;
every configuration of the solvent a somewhat different p
is obtained.27 It is obvious that the effect of the solvent has
be averaged in order to obtain relatively well defined optim
paths. At higher temperatures entropic effects become im

FIG. 8. Snapshot from a simulation with ratio TMD~h5 1.0! showing the
AD and the water molecules that lie within the nonbonded interaction cu
radius (Rc57.5 Å!. Carbon atoms are light grey, nitrogen atoms bla
oxygen atoms dark grey and hydrogen atoms white. The stereo plot
prepared usingMOLSCRIPT ~Ref. 29!.
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tant and should be taken into account. With molecular
namics the solvent can be equilibrated and its effect on
solute is averaged.

In this study the free energy surface of the AD in so
tion was calculated in dependence of the two backbone
hedral angles. This leads to the definition of OFEPs as
paths that at every nonstationary point follow the me
force. They can be understood as the mean paths followe
the slow transition limit. The aqueous environment flatte
the energetic landscape and makes the dynamics more
plex, since there are more minima and the number of pr
able pathways is significantly increased with respect to
situationin vacuo. For the same transition five different path
ways with comparable probability exist. It will be interestin
to investigate to which extent similar situations arise in mo
complex conformational changes in peptides or even p
teins. Unfortunately, the calculation of OFEPs with t
method described here becomes impracticable for all but
simplest systems. The significance of the calculation of
OFEPs for the AD lies in the possibility to use these resu
to validate simpler methods.

Analytical implicit solvent models based on the gener
ized Born equation can be used in conjunction w
minimization-based schemes to obtain reaction paths.
results that were obtained for the AD with the ACE for
field are reasonable. By using a second very simple mo
for the solvent~Coulomb energy with constant dielectr
equal to that of water!, it is shown that, for this system, th
main effect of the solvent lies mainly in the screening
electrostatic interactions. Both models are very approxim
and their validity should be investigated in each case.

In TMD, the system is restrained to changing values o
reaction coordinate during dynamics. The trajectories
tained contain thermal fluctuations that make comparison
tween pathways more difficult. Even for the simple syste
AD different possible paths are found by changing the init
conditions. Most of the calculated paths approximately f
low the optimal free energy paths. An issue of particu
importance with TMD is the bias that the chosen react
coordinate exerts on the trajectory. A second reaction co
dinate was introduced that allows better conformational sa
pling than when the RMSD is restrained. This second
leads to more diverse paths and shows that also in TMD
paths depend significantly on the environment. Some of
paths obtained with the ratio RC are trapped in high ene
regions. The different RCs bias toward different paths th
indicating that the results obtained depend on the RC cho
The results obtained are partly complementary to each ot
The paths obtained with each RC are a subset of the pos
paths and even with a large number of simulations cer
possible paths are not found. This is particularly importa
considering the simplicity of the system. However, most
the paths found correspond to the most probable OFE
Furthermore, it is found that the direction of the transiti
has also a significant effect on the paths.

Recently TMD has been used independently by D
et al.7 and Ma and Karplus8 to calculate reaction paths fo
the conformational changes inras p21. The two studies lead
to different results for both the pathways and the height

ff
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the energy barrier. Ma and Karplus suggest that their res
are complementary to those of Diazet al. Nevertheless, it is
quite surprising that in the first study an energy barrier
approximately 300 kcal/mol is obtained, while in the seco
no barriers higher than 60 kcal/mol are observed. These
sults may arise from the different simulation environme
used in the two studies. Diazet al. use periodic boundary
conditions while Ma and Karplus include only a shell
water around the protein. However, the differences may a
be due to intrinsic difficulties in the calculation of the ener
barriers. In this work this second possibility could be a
dressed. The results from the~exact! free energy calculation
make it possible to test different models for the estimation
the height and the position of the free energy barrier. T
comparison with the calculated free energy shows that
total energy overestimates the height of the barriers
shows maxima at different positions along the path than
free energy. Approximating the free energy with an impli
solvent model based on the Poisson equation is shown t
an efficient and accurate approximation for the AD, also
the high energy regions. Furthermore, the results show
the position and height of the barriers are predicted correc
The results obtained from the application of a linear respo
model for this system are not as accurate as the imp
model but much more so than the total energy.
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