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ABSTRACT: A novel procedure for docking ligands in a flexible binding site
is presented. It relies on conjugate gradient minimization, during which
nonbonded interactions are gradually switched on. Short Monte Carlo
minimization runs are performed on the most promising candidates. Solvation is
implicitly taken into account in the evaluation of structures with a continuum
model. It is shown that the method is very accurate and can model induced fit
in the ligand and the binding site. The docking procedure has been successfully
applied to three systems. The first two are the binding of progesterone and
5p-androstane-3,17-dione to the antigen binding fragment of a steroid binding
antibody. A comparison of the crystal structures of the free and the two
complexed forms reveals that any attempt to model binding must take protein
rearrangements into account. Furthermore, the two ligands bind in two different
orientations, posing an additional challenge. The third test case is the docking of
N ®~(2-naphthyl-sulfonyl-glycyl)-D-para-amidino-phenyl-alanyl-piperidine
(NAPAP) to human a-thrombin. In contrast to steroids, NAPAP is a very
flexible ligand, and no information of its conformation in the binding site is
used. All docking calculations are started from X-ray conformations of proteins
with the uncomplexed binding site. For all three systems the best minima in
terms of free energy have a root mean square deviation from the X-ray structure

smaller than 1.5 A for the ligand atoms. © 1998 John Wiley & Sons, Inc.
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Introduction

B iochemical specificity relies on the selective
binding of molecules to a given protein in a
well-defined orientation. It has remained a chal-
lenge to predict the structure of ligand—protein
complexes theoretically. However, this is the pre-
requisite for the related but even more difficult
task of de novo ligand design, that is, the predic-
tion of ligands with high affinity for a given pro-
tein target. Many algorithms have relied on a rigid
model of the complex, the so-called “lock and
key”” model, with considerable success. The rigid
body approach to docking considers only 6 de-
grees of freedom that can be sampled very thor-
oughly."”? However, it has been shown that pro-
tein and ligand flexibility is important for binding.
The induced-fit mechanism® proposes that the pro-
tein has to undergo usually minor but nevertheless
significant conformational changes to accommo-
date the ligand. The same can be true for the
ligand. Allowing flexibility in both the ligand and
receptor molecules in the computational model
dramatically increases the conformational space
that has to be searched.

There are known examples where the empty
receptor cannot bind the ligand without a confor-
mational change because the binding site is ob-
structed.* Even in situations where it is possible to
dock the ligand to its receptor in a rigid body
fashion, it will be important to take induced fit
into account in order to optimize the interactions.
This is necessary because otherwise the correct
structure may not be recognized as such by the
scoring function. The interest in flexible docking
algorithms emanates also from the expectation that
such algorithms can produce reasonable struc-
tures, even when starting from low resolution data.
This includes not only experimental data but also
structures acquired by modeling. The ultimate aim
is to model complex structures with little or no
experimental information on the particular system.
This may be possible by combining homology
modeling to obtain the structure of the protein
with a flexible docking procedure.

Recently, an incremental construction algorithm
based on a tree-search technique® and genetic al-
gorithms (GAs)®” have been used for flexible lig-
and docking. In these docking procedures, the
flexibility was limited to the ligand while the bind-
ing site was kept fixed. Hence, these calculations

are very fast. Jones et al. developed an efficient GA
that includes rotational flexibility for the hydro-
gens and the lone pairs on the hydrogen bonding
groups of the receptor.?

Zacharias et al. used a Monte Carlo approach
with solvation to investigate the conformational
changes induced by a mutation in the DNA opera-
tor of the A-repressor—operator complex.” During
sampling an approximate but efficient model of
electrostatics in water was used, while for post-
processing of the resulting structures Poisson—
Boltzmann calculations were performed. Leach'
described an algorithm that explores the conforma-
tional degrees of freedom of the protein side chains
and the ligand. Side chains are allowed to assume
different discrete conformations (rotamers) during
sampling.'’

In this article, a new approach is described that
in principle can model complete flexibility for the
ligand and the receptor. It is based on a combina-
tion of minimization with shifted nonbonded in-
teractions (MSNI) and Monte Carlo minimization
(MCM). The algorithm seeds the ligand near the
putative binding site, allowing structures to occur
in which ligand atoms overlap with the protein. In
the subsequent minimization, the nonbonded en-
ergy terms are modified to avoid high energy
gradients. Over the course of the minimization,
they are changed back to their original form. This
procedure simulates a ligand that gradually feels
the field of the protein. Overlap is removed either
by a displacement of the ligand away from the
protein or, if the ligand has found a pocket where
it has low energy, through conformational changes
in the protein. The conformational changes that
take place during minimization are generally small.
For the evaluation of the sampled structures,
CHARMM force-field terms'" are used for the bond
energy, the Coulombic interaction in vacuo, and
the solute van der Waals energy. The finite-dif-
ference Poisson—Boltzmann methodology>™" is
used to calculate the electrostatic free energy of the
complexed structures, while nonpolar solvation
free energy is approximated by a term propor-
tional to the solvent-accessible surface. The best
structures are subjected to the MCM proce-
dure,”®?! which was expanded to include solva-
tion as described above. The Monte Carlo move
randomly perturbs the conformation of the bind-
ing site as well as the conformation and orienta-
tion of the ligand.

The MSNI/MCM procedure was successfully
applied to three systems. The first was the anti-
steroid antibody DB3. It was shown that this
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antibody crossreacts with a number of different
steroids and that it binds them in two distinct
modes.* The two ligands that were chosen for the
docking studies, progesterone and 5B-androstane-
3,17-dione, are typical for the two binding modes.
It is important to note that conformational rear-
rangement of the antibody binding site is neces-
sary for the binding of the steroids. In particular,
the TrpH100 side chain lies on top of the binding
site and has to rotate by about 90° to allow access
to the steroids. No major domain rearrangement
seems to accompany binding.

Since the ligands in this system are rigid by
nature, a third test case was chosen where the
ligand is completely flexible. The complex between
human a-thrombin and N “-(2-naphthyl-sulfonyl-
glycyD)-D-para-amidino-phenyl-alanyl-piperidine
(NAPAP), an archetypal thrombin inhibitor, has
been solved to 3.0-A resolution® The Tyr60A-
Pro60B-Pro60C-Trp60D loop covering the S2 pocket
of the thrombin binding site assumes slightly dif-
ferent positions in complexes with different in-
hibitors.® It was kept flexible for docking. No
information on the conformation of NAPAP was
utilized.

Computational Methods

The procedure for docking ligands in a flexible
binding site consists of two parts. First the ligand
is placed randomly in the binding site, and the
ligand—protein complex is minimized with shifted
nonbonded interactions to allow gentle resolution
of potentially overlapping structures. This is re-
peated for 1000 seed structures. Then the minima
are ranked according to their approximate free
energy that includes solvation effects. In the last
step, the 20 best minima are subjected to an MCM
procedure that includes solvation.

SEEDING

Seeding was performed with the help of
CHARMM'’s built-in random number generator.
All random numbers used in this work were taken
from uniform distributions. First the initial values
of the dihedral angles around rotatable bonds in
NAPAP were randomly assigned. Progesterone
and 5pB-androstane-3,17-dione do not have rotat-
able bonds. Their structures were taken from the
Cambridge Structural Database.** Then the ligand
molecule was read in, and its center of mass was

moved to the center of a 10.0 A radius sphere that
contained the binding site of the protein. In the
native DB3 structure (PDB code 1dba), the sphere
center was positioned with the graphics package
WITNOTP (A. Widmer, unpublished program) be-
tween the C,; atoms of TrpH100 and TrpH50; in
the hirugen—thrombin structure (PDB code 1hgt)
the sphere center was positioned between the NH
of Gly216 and the S2 pocket. The ligand molecule
was then rotated around a randomly oriented vec-
tor by a random angle between —180° and 180°. It
was then displaced by a randomly oriented vector
of random length between 0 and 10 A. This proce-
dure was repeated to generate 1000 seed struc-
tures. To test the dependence of the results on the
position of the sphere center, additional MSNI
runs were performed for progesterone/DB3 and
5B-androstane-3,17-dione/DB3 with the sphere
translated by up to 6 A. All of these MSNI runs
generated two or more structures that were very
close to the correct conformation (deviation from
the X-ray structure smaller than 1.5 A) and were
among the 20 lowest free energy minima.

MSNI

The seeding leads to structures with consider-
able overlap between ligand and protein, and in
the case of the flexible NAPAP, also between li-
gand atoms. The nonbonded interactions show an
extremely high gradient for overlapping atoms be-
cause they grow with the 12th power of the recip-
rocal distance for the repulsive part of the
Lennard—Jones potential. The resulting high gradi-
ent can irreversibly damage the structure of the
protein and the ligand during minimization.
Therefore, the potential is “shifted” during the
first stages of minimization for the ligand—protein,
and in the case of thrombin, intraligand interac-
tions. The square of the interatomic distance (7;;)
in the 6-12 Lennard-Jones potential (E//) is
shifted, leading to the following equation:

) 6
EL = fe;; %

o 3
o (1)

In the above equation o;; corresponds to the inter-

atomic distance that yields the minimum value of
the unshifted 6-12 potential. The energy at dis-
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tance r;; = 0;; is —fe;; for A = 1. The parameter A,
which varies between 0 and 1, determines the
amount by which the square of the distance is
shifted. The additional scaling parameter f, which
varies between 0 and 1, is used to further decrease
the magnitude of the gradient of E//. Thus, the
softening of the potential is a consequence of the
shifting caused by A and the scaling determined by
the factor f. For A =1 and f =1 the potential is
equivalent to the CHARMM potential. Similar
equations were proposed by Zacharias et al.* and
independently by Beutler et al.®* for free energy
calculations. Equation (1) allows the shifting and
scaling to be controlled independently. A series of
test runs showed that the method will also work if
only scaling is used. Shifting makes the minimiza-
tion more stable and thus increases the efficiency
of the procedure.

When A is close to zero the repulsion between
interacting atoms is relatively weak and allows
considerable overlap. In such cases the Coulombic
interactions, even though they are only linearly
dependent on the inverse interatomic distance, may
also acquire large values and have to be weak-
ened. For this purpose, the following equation is
used®:

4i4;

Ef = VR
4’776[1’72]- + (1 -2 ]

@3]

Note that here the dependence on the shifting term
(1 — M) is quadratic. Thus, the shifting of the
Coulombic interactions is removed faster than for
Lennard—Jones interactions.

The minimization was performed in vacuo with
a nonbonded interaction cutoff of 5.0 A and con-
sisted of a loop performing 20 steps of the conju-
gate gradient algorithm and then an increase of A
by 0.1. To enhance the efficiency of the procedure,
it was checked whether the energy still remained
favorable after every change in A. If so, the mini-
mization was skipped and A increased. Also, if
after minimization the Lennard—Jones energy term
remained unfavorable, A was increased only by
0.05 to allow the next 20 iterations to remove the
remaining overlap. During all energy minimiza-
tion procedures, the binding site and the ligand
were kept flexible. The definition of the binding
site is arbitrary and can in principle include the
whole protein. Preliminary runs showed that set-
ting the scaling factor f equal to A is an efficient
way to gradually increase the nonbonded interac-
tions. The last 20 steps at A = 1 and f =1 allow a

short relaxation with the original CHARMM po-
tential.

It is important to note that no criterion for
rejecting structures before minimization is used.
Additional bias on the seeding by the initial con-
formation of the protein is thus avoided. However,
it is possible that a ligand is positioned in such a
way that it interlocks with the protein. Such start-
ing conformations cannot be resolved by mini-
mization. This problem is not addressed during
the MSNI procedure. However, a simple energy
evaluation after the MSNI procedure shows
whether such a problem has occurred, because
strong distortion of bond lengths is characteristic
of interlocked structures. High (positive) energy
structures are then discarded. A cutoff criterion
before MSNI would probably also reject produc-
tive starting structures. At the same time, the total
computational cost of the algorithm does not in-
crease significantly because MSNI is performed
with a low cutoff and is very fast. Although
steroids are especially prone to interlocking be-
cause of their many rings, it was found that only
about 21% and 18% of the starting structures failed
to minimize for progesterone and 5g-androstane-
3,17-dione, respectively.

The remaining MSNI minima were submitted to
a maximum of 500 steps of conjugate gradient
minimization with a distance cutoff of 12.0 A for
the nonbonded interactions (i.e., with the full
CHARMM22 force field). The minimization was
discontinued if the root mean square (RMS) of the
energy gradient reached a value of 0.2 kcal /mol A
The seeding and MSNI procedures were repeated
1000 times to obtain sufficient coverage of confor-
mational space.

ENERGETIC EVALUATION OF
MINIMIZED STRUCTURES

The minimized structures were evaluated ac-
cording to an approximated free energy G, which
was calculated as a sum of three terms,

G= Eff + an,solvat + Gelect,solvat‘ (3)
Eg is the total energy of the CHARMM force field
in vacuo with no cutoff for the nonbonded interac-
tions. The solvent is treated by a continuum
model'# 73 and solvation free energy is decom-
posed into a nonpolar contribution (G, selvat) and
an electrostatic contribution (Geq sorvar)>">* The
nonpolar contribution to the free energy is as-
sumed to be proportional to the loss in solvent-

24

VOL. 19, NO. 1



DOCKING SMALL LIGANDS IN FLEXIBLE BINDING SITES

accessible surface area (SAS),*® on the basis of

experimental data on alkane-water partition coeffi-
cients.” Hence,
G

np, solvat =

Y [SAscomplex
_ (SAAsproteuz1 + SAshgandd )] . (4)

1solate isolate

The constant vy, which may be interpreted as the
vacuum-water microscopic surface tension, is as-
signed a value of 0.025 kcal/mol A23* Only rela-
tive values of G are of interest and the absolute
scaling does not matter. Therefore, G does not
have to be evaluated for the isolated compounds.
The solvent-accessible area is computed by an ana-
lytical form of the Lee and Richards algorithm®
implemented in CHARMM. A probe sphere of 1.4
A radius was used.

The electrostatic contribution to the solvation
free energy (Gec, solvar) is Obtained by numerical
solution of the linearized Poisson—Boltzmann (LPB)
equation. The program used, UHBD," ' is based
on a finite-difference scheme that solves the LPB
iteratively with the help of a preconditioned conju-
gate gradient algorithm." The charges are dis-
cretized by trilinear weighting.® The atomic radii
and partial charges were taken from the all-hydro-
gen CHARMM?22 force field. The dielectric inter-
face was defined by the molecular surface, ob-
tained with a solvent probe of 1.4 A radius. The
solute dielectric permittivity was set to 1.0, which
is consistent with the CHARMM parametrization
of the charges. Also, because the protein is partly
and the ligand completely flexible, the dipole re-
orientation contribution to the dielectric constant is
already taken into account to some extent by the
minimization. The solvent dielectric was set to
78.5. The dielectric constant was linearly interpo-
lated at the midpoints between grid points in-
tersecting the dielectric boundary (dielectric
boundary smoothing) because this reproduces the
potential near the discontinuity region more accu-
rately than without smoothing and has been shown
to improve convergence.'”* Values used were 298
K for the temperature, 100 mM for the ionic
strength (corresponding to physiological condi-
tions), and 2.0 A for the ion exclusion layer.

Standard amino acid protonation states for pH
7.0 were used. This yields a net charge of —1 for
Glu and Asp, +1 for Lys and Arg, and 0 for the
remaining amino acid side chains. His was proto-
nated at N;. The N termini were protonated while
the C termini were not included in the calculation.
At the truncated positions the new termini were
treated as carbonyls.

For the LPB calculation a two-step procedure

was used. First a grid of 49 X 42 X 44 (44 X 44 X
48 for thrombin) with a spacing of 2.0 A was used.
This yields a layer of solvent around the protein
with a thickness of at least 20.0 A. The boundary
potential was obtained by treating the complex as
a single Debye—Hiickel sphere with the molecule’s
net charge. A second, focused calculation was per-
formed on a 77 X 64 X 68 (67 X 67 X 76 for
thrombin) grid with a grid spacing of 1.0 A, which
yielded a solvent layer around the protein with a
thickness of at least 10.0 A. The boundary potential
for the fine grid was obtained by interpolation
from the coarse grid.
Gelect, solvat Was calculated as follows. Both the
finite-difference approximation to the Coulombic
interaction energy between charged atoms in vacuo
and the interaction energy of each atom with its
own potential (this contribution arises from the
discretization of the atomic charges on a grid)
were subtracted from the total electrostatic energy
of the system calculated by the finite-difference
LPB technique.”’ These three energy terms are
calculated on the same grid to obtain consistent
results. When the solute dielectric is 1.0, this yields
the same result as the usual (and computationally
more expensive) method of performing two finite-
difference calculations: the first with the dielectric
solute in a high dielectric continuum and the sec-
ond with the low dielectric solute in vacuo (solvent
dielectric of unity and zero ionic strength). The
position of all grid points is kept fixed relative to
the rigid part of the protein. It should be noted
that this includes the fixed atoms contribution to
the self-energy that is the major source of grid
error.

METROPOLIS MCM WITH SOLVATION

Among the 1000 MSNI minima the 20 best in
terms of free energy were subjected to 200 cycles
of MCM. The 10 MCM runs that yielded the low-
est energy structures were continued for another
200 MCM cycles. The MCM procedure allows the
protein to relax with the ligand in the binding site
to obtain the conformational changes that the li-
gand induces in the protein and, at the same time,
decreases the energy of the complex.

The MCM scheme was originally applied to
find the global minimum energy conformation of
oligopeptides.’®'* The MCM procedure used in
this work is based on a previously developed
approach for docking® % that consisted of random
perturbations of the ligand torsional degrees of
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FIGURE 1. Stereoview of the progesterone/ DB3
binding site (colored by atom type, PDB code 1dbb) and
the native DB3 structure (magenta, PDB code 1dba). For
the sake of clarity, only the residues that are perturbed
by an MC move are shown. The bonds whose torsion
angles are affected by an MC move are shown in thick
lines in the native structure.
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freedom and subsequent conjugate gradient mini-
mization during which the protein was kept rigid.
The Metropolis criterion was applied to the energy
of the resulting structure. In a more recent docking
study?' and in this work, besides the orientation
and overall position of the ligand, the torsional
degrees of freedom of the protein side chains are
also perturbed in each move. Among all of the
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FIGURE 2. Stereoview of the NAPAP / thrombin
complex (PDB code 1dwd). The bonds whose torsion
angles are affected by an MC move are shown in thick
lines.

rotatable bonds in the ligand and in the binding
site side chains (Figs. 1, 2), a number n were
randomly selected and perturbed in each move,
where n is a variable chosen with a probability
27" In addition, the ligand was rotated as a rigid
body by an angle between —30° and 30° about a
randomly oriented axis going through its center of
geometry. It was also displaced by a randomly

oriented vector of random length between 0 and
0.35 A.

Pt

\‘asp_mn

FIGURE 6. MSNI/MCM minima with the lowest binding free energy (colored by atom type) and X-ray structure
(magenta). (a) Progesterone/DB3 complex, (b) 58-androstane-3,17-dione/DB3 complex, and (c) NAPAP / thrombin

complex.
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After each move, 10 steps of steepest descent
minimization were performed to remove steric
clashes. Structures with force-field energy larger
than 0 kcal/mol were discarded at this point.
Conjugate gradient minimization was performed
until the RMS of the energy gradient was less than
0.2 kcal /mol A or a maximum of 200 steps was
exceeded. The main-chain and side-chain atoms in
the binding site of the protein and the atoms of the
ligand were flexible during the minimization to
enhance sampling. The CHARMM?22 default cutoff
value for the nonbonded interactions was used
(12.0 A), and the constant dielectric was set equal
to 1.

The minimized structures were accepted, de-
pending on their approximate free energy [eq. (3)],
with a probability p = min(1, e *¢/*7).3 The ma-
jor improvement of the MCM procedure used in
this work is that the Metropolis criterion is applied
to the approximate free energy in solution and not
to the force-field energy alone. Hence, the sam-
pling is directed toward conformations with opti-
mal free energy rather than optimal vacuum en-
ergy as calculated by CHARMM.

For kT a value of 1.0 kcal /mol was used, which
corresponds roughly to 500 K. No attempt was
made to optimize the method with respect to the
temperature of the MCM run. At the end of the 10
400-cycle MCM runs all of the minima within 10
kcal/mol of the best free energy minimum were
clustered by their ligand RMS deviation (RMSD)
using the program GATHER® with a 0.75 A cut-
off. GATHER sorts the minima according to en-
ergy and selects the lowest energy minimum as
representative of the first cluster. Minima that dif-
fer from the representative by less than the cutoff
are included in the cluster. The procedure is re-
peated by selecting the next minimum, which is
not already a member of a cluster, until all ligands
have been included in a cluster.

TEST PROBLEMS

Antisteroid Antibody DB3

The monoclonal antibody DB3 binds proges-
terone with nanomolar affinity (K, = 1 nM).* At
the same time, it crossreacts with similar affinity
with a number of structurally distinct steroids. The
structures of the antigen binding fragment of DB3
in free form and in complex with five different
steroid ligands have been determined.*** There
are two striking features that are important for this
work. The first relates to the rotation that the side
chain of TrpH100 undergoes upon binding (Fig. 1).
Comparison of the native conformation and five
complexes with different steroids shows that the
binding site is occluded by the indole ring of
TrpH100 in the unliganded structure. In keeping
with the terminology used by Arevalo et al.,* this
conformation is referred to as the closed form of
the binding site; the bound conformation where
the ring gives way to the ligand and forms part of
the wall of the binding pocket is called the open
form. This induced fit makes it impossible to pre-
dict the structure of the complex using a rigid
protein in the unbound conformation. Neither
would this be possible with a limited flexibility of
the binding site, for example, allowing just rota-
tions of the hydrogen bond donor and acceptor
groups in the side chains as in ref. 8. To test the
present docking procedure, the ligand-docking cal-
culations were started from the closed form of the
DB3 antibody and the results compared with the
X-ray structure of the complex (Table I).

The second feature is that there are two distinct
binding modes for different ligands. The two
modes differ in the orientation of the ligand in the
binding pocket. The two test cases considered in
this work, progesterone and 5pB-androstane-3,17-
dione (Fig. 3a, b), exemplify this. Progesterone

TABLE 1.
X-Ray Structures Used for Docking and Calculation of RMSD.
System PDB Code Resolution Reference

DB3 native 1dba 2.8 22
Progesterone / DB3 1dbb 27 22

5 B-Androstane-3,17-dione / DB3 1dbk 3.0 4
Hirugen /human a-thrombin 1hgt 22 58
NAPAP and hirudin / human «-thrombin 1dwd 3.0 23

The resolution is given in A. The structures used for docking are 1dba for the DB3 antibody and 1hgt for human a-thrombin. The
structures 1dbb, 1dbk, and 1dwd were used to calculate the RMSD.
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FIGURE 3. Structural formulas of the ligands. (a) Progesterone (b) 58-androstane-3,17-dione, and (c) NAPAP.

binds with the steroid B face pointing toward
TrpH50 whereas 5pB-androstane-3,17-dione binds
with the steroid B face in the opposite direction.*
It should be noted here that the two ligands are
significantly different in terms of 3-dimensional
structure. Progesterone is relatively flat, while 58-
androstane-3,17-dione has a stereocenter at atom
C5 that results in the A ring being almost perpen-
dicular to the rest of the molecule. The two possi-
ble binding modes present an interesting test case
for the quality of the energy function used to
evaluate the minima. One expects that the docking
algorithm will find both orientations. Thus, it is
interesting to test if the energy function is able to
properly rank the two binding modes for the two
ligands.

During the minimization, the binding site atoms
are kept flexible while the rest of the protein is
fixed. The definition of the binding site is some-
what arbitrary; to introduce as little bias as possi-
ble toward the complex structure, the following
approach was taken. The unliganded and the com-
plex structures were superimposed and then a
selection was performed to include all main-chain
and side-chain atoms in the unliganded structure
that were within 8 A of any heavy atom of proges-
terone. This yielded 872 flexible atoms in the pro-
tein. For the docking of 5B-androstane-3,17-dione,
the same atoms were kept flexible. Visual analysis
with the program WITNOTP confirmed that these

atoms form the binding site of the antibody DB3.
For the calculation of the energy only the Fv part
of the antibody was included.

Human «-Thrombin

Thrombin is a trypsinlike serine protease that
plays an important role in hemostasis and throm-
bosis.*! Its crystal structure in complexes with a
series of inhibitors is known.*> However, the struc-
ture of the unbound protein is not available. For
the docking studies, the thrombin—hirugen com-
plex was used as the starting structure (Table I).
Hirugen binds at the so-called exosite and not at
the catalytic center. Thus, there is no positive bias
in the structure for the binding of the active site
inhibitor NAPAP (Fig. 3c). The benzamidine moi-
ety of NAPAP occupies the S1 pocket; its piperi-
dine ring fits in the S2 pocket of the active site,
and the naphthyl group fills the S3 pocket. In
addition, the glycyl group is involved in two hy-
drogen bonds with the main-chain NH and CO of
Gly216 (Fig. 2).

The conformational changes of thrombin upon
binding of NAPAP are relatively small, with
residues in the active site moving 0.5-1.0 A. Nev-
ertheless, the loop Tyr60A-Pro60B-Pro60C-Trp60D
in S2 assumes different orientations, depending on
the size of the group in 52.* The binding site was
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defined in the way described for the DB3 antibody
and consisted of 1189 atoms.

COMPUTATION TIMES

On average, one MSNI cycle requires 10 min
while an MCM cycle requires 6 min of CPU time
on an SGI workstation with a R4400,/250 MHz
processor. On the same processor the UHBD calcu-
lation takes about 3 min of CPU time. The com-
plete docking required about 5 days of CPU time
on an eight R4400,/200 MHz processor SGI chal-
lenge.

Resultls

The 20 best MSNI minima were subjected to the
MCM procedure. After MCM and GATHER, there
were six, seven, and five different minima within
10 kcal/mol of the best free energy structure for
progesterone /DB3, 5pB-androstane-3,17-dione/
DB3, and NAPAP /thrombin, respectively. These
structures are discussed with particular emphasis
on the energy contributions and solvation free
energy values. For the calculation of the RMS
deviation between the minima and the X-ray struc-
tures, the conformations were fitted by superim-
posing the rigid part of the protein. Unless other-
wise stated, the values given for the RMSD refer to
the values for the ligand because these are the
most representative for the quality of the structure.
Including the flexible atoms of the protein in the
RMSD generally leads to low values with low
variance, because the flexible atoms of the protein
that are not randomly perturbed are not displaced
significantly.

MSNI

Progesterone / DB3

The RMSD between the docked conformations
of progesterone and its conformation in the crystal
structure is very low for 3 of the 10 structures with
the best free energies after MSNI. There are three
structures in which progesterone is flipped by 180°
around an axis perpendicular to its longest dimen-
sion with respect to the crystal structure of the
complex. This fact is due to the approximate sym-
metry of progesterone. The minima with the sixth,
eighth, and ninth lowest free energy after MSNI
exhibit this “inverse’” binding, which is different

from both the progesterone and 5pg-androstane-
3,17-dione /DB3 binding modes.

5p-Androstane-3,17-Dione/ DB3

Most of the low energy structures have 5p-
androstane-3,17-dione bound in an orientation that
is rotated with respect to the crystal structure by
about 120° around an axis along the longest di-
mension. In this orientation, which is different
from the correct binding modes of both proges-
terone and 5pB-androstane-3,17-dione, the two
methyl groups of the steroid molecule are exposed
to solvent. The 12th minimum is close to the bind-
ing mode of progesterone.

NAPAP / Thrombin

Thrombin is known not to rearrange dramati-
cally upon binding of different inhibitors.” In this
study, we were interested in studying the effect of
flexibility on the ligand molecule. When the ligand
is small, the algorithm will allow a thorough sam-
pling of the conformational space that is available
to it. All of the NAPAP rotatable bonds (Fig. 2)
were randomized. Therefore, completely random
conformations and orientations in the binding site
were produced for the NAPAP inhibitor. This pro-
cedure simulates a ligand that has no preferred (or
an unknown) conformation in solution and be-
comes constrained upon binding to a protein. One
would also need to take this approach when in-
duced conformational changes in the ligand are
large.

It was found by visual inspection that the
piperidine ring was placed in the S2 pocket in 8
and the benzamidine occupies the S1-pocket in 17
of the best 20 MSNI minima. Yet, the S-naphthyl
moiety of NAPAP did not occupy the S3 pocket;
that is, it was not placed correctly in the 20 best
MSNI minima.

Figure 4 shows a plot of the total free and the
force-field energy relative to the RMSD of the
ligand from the X-ray structure of the complex.
The overall correlation is relatively low because
the energy hypersurface is rugged with many dif-
ferent local minima. The proximity of a local mini-
mum to the global one correlates only to some
extent to its energy. The correlation coefficient is
similar for the free energy versus RMSD (0.38) and
the force-field energy versus RMSD (0.36) if all
structures are taken into account. However, the
correlation coefficient for the 100 best structures
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FIGURE 4. Scatter plot of the energy (kcal / mol) relative
to the RMSD (A) from the crystal structure of the NAPAP
/thrombin complex. The data shown are for the
structures obtained by MSNI. NAPAP was also docked
manually in the “free”” conformation of human
a-thrombin so as to model the conformation found in the
crystallographic structure of the NAPAP / thrombin
complex. The energies of the resulting structure are
denoted by diamonds. It is not possible to use energy
values calculated from the X-ray structure of the NAPAP /
thrombin complex because of the different conformation
of the protein part not involved in the binding.

according to free and force-field energy is 0.42 and
0.12, respectively. The plot does not indicate a
significant advantage for the free energy function
over the force-field energy. However, it is neces-
sary to include solvation when protein flexibility is
allowed in the docking calculations to avoid sam-
pling irrelevant regions of the conformational
space. Figure 4 shows that MSNI generates highly
favorable conformations over a wide range of
RMSD. This is important for the sampling of alter-
native binding modes (see below).

MCM

The plot of the energy versus the number of
accepted structures is shown in Figure 5 for the
MCM run that yielded the lowest free energy
minima of NAPAP.

The shape of the plotted curves is typical, and
most of the MCM runs have similar behavior. The
electrostatic solvation energy shows relatively large
fluctuations whereas the nonpolar solvation contri-
bution is almost constant. Both the force-field en-
ergy and the total free energy, which is used in the
Metropolis criterion, improve significantly, al-
though new structures with less favorable total
free energy are sometimes accepted due to the kT
value of 1.0 kcal /mol (see Computational Methods
section). The RMSD for the ligand atoms of the
lowest energy structure to the initial structure of
the run lies usually between 2 and 3 A. The rela-
tively low displacement from the starting struc-
tures indicates that the conformational search is
much more efficient when performing short runs
with different initial conditions (i.e., different ini-
tial conformations of the complex).

Antisteroid Antibody DB3

Although the MCM was performed at 500 K,
the acceptance ratio was relatively low at about
20%. This relatively low acceptance ratio might be
a consequence of the random perturbations used
in the present implementation, which are not ex-
pected to retain favorable interactions in a highly
cooperative system such as a protein. Another rea-
son for the low acceptance may be the fact that
solvation is taken into account in the Metropolis
criterion. It is not clear how to design a move that
efficiently leads to structures with favorable solva-
tion energy. On the other hand, there is a dramatic
improvement of the energy in MCM. On average,
it improves by 42 and 39 kcal/mol for the 10
progesterone and androstane runs of 400 MCM
cycles.

The combination of MSNI and MCM shows
convergence for progesterone and androstane (Ta-
ble ID. It is interesting to note that an MSNI
minimum of progesterone with an RMSD from the
X-ray structure of 2.9 A converged to a structure
with an RMSD from the X-ray structure of only 1.0
A after MCM (minimum 4 in Table II). MCM was
determinant for the convergence of 5B-androstane-
3, 17-dione.

One striking feature that is common among all
of the structures found for the antigen binding

30

VOL. 19, NO. 1



DOCKING SMALL LIGANDS IN FLEXIBLE BINDING SITES

fragment of the DB3 antibody and distinguishes
them from the crystal structures is that the loop L1
moves toward the binding site by approximately 1
A. The structure is thus somewhat more compact.
We consider this an artifact of the minimization
being performed in wvacuo. This conformational
change does not directly affect the orientation of
the steroid molecule in the binding site.

Progesterone /DB3. Figure 6a shows the lowest
free energy minimum obtained with the MSNI/
MCM procedure and the X-ray conformation. The
agreement is excellent; this is also evident in the
ligand and total RMSD values of 0.9 and 1.5 A,
respectively. According to the crystallographic
analysis, the two residues that move the most
upon binding are TrpH100 and AsnH99. In all of
the progesterone /DB3 minima obtained by MCM,
the AsnH99 side chain is placed somewhat closer
to its position in the complex conformation than in
the native structure (not shown). However, the
amide group of the side chain is rotated by 180°
with respect to the crystal structure. This discrep-

ancy is not important because AsnH99 points away
from the binding site and is solvated. Furthermore,
the assignment of amide groups is usually made
based on energetic considerations at these resolu-
tions because the carbonyl and the amine group
show similar electron densities. In all minima, the
TrpH100 side chain is displaced into the correct
conformation: it undergoes a rotation of about 90°
around y, to open the binding site.

An interesting point is that in contrast to the
crystal structure none of the minima exhibits a
hydrogen bond between the carbonyl oxygen at C3
and the side chain of HisL27d. This is due to the
fact that the His was protonated on N; in the
docking calculations, because in the uncomplexed
conformation of the antibody this is more favor-
able. With such protonation the HisL27d Ny do-
nates to the carbonyl of SerL.92, whereas the X-ray
structure of the complex suggests that the N, of
HisL27d is protonated. In the minimized struc-
tures, the proton on the N; of HisL27d forms a
hydrogen bond to the main-chain carbonyl of

TABLE II.
Lowest Free Energy Minima.
MCM MSNI
Solvation Energy Ligand Total Ligand Total

E Geioot Gnp RMSD RMSD RMSD RMSD
Progesterone / DB3 complex
1 —1304.2 —1808.1 193.6 —2918.7 0.9 1.5 1.4 1.6
2 5.1 3.5 0.0 8.6 1.2 1.4 1.2 1.2
3 14.2 —4.4 -0.9 9.0 0.9 1.2 1.7 1.1
4 9.1 0.9 -1.0 9.0 1.0 1.2 29 1.1
5 4.6 4.8 -0.0 9.3 1.3 1.5 1.2 1.2
5B-Androstane-3,17-dione / DB3 complex
1 —1249.2 -1810.4 193.5 —2866.2 0.9 1.3 3.6 1.6
2 25 -1.1 0.2 1.6 0.7 1.3 3.6 1.6
3 4.6 -1.5 —-0.1 29 1.1 1.3 3.6 1.6
4 1.5 21 -0.0 3.6 0.5 1.3 3.6 1.6
5 10.2 -6.2 -0.2 3.8 3.5 1.7 3.6 1.6
NAPAP / thrombin complex
1 —1888.8 —3331.1 195.2 —5024.7 1.4 1.5 2.8 21
2 1.8 1.7 -0.1 3.4 5.2 3.9 4.2 3.1
3 6.2 -3.2 0.9 3.9 4.1 3.1 4.0 29
4 -0.2 53 -0.7 4.4 5.0 3.8 4.2 3.1
5 —-4.8 9.4 0.1 4.7 55 41 4.2 3.1

Eyy: force-field energy; Geyecy: electrostatic solvation energy (PB); G,

: nonpolar solvation energy (SAS); G: free energy.

Energy values are in kcal / mol and RMS deviations in A. The absolute energy of the lowest minima is shown in bold. The energy
terms of all other minima are given relative to those of the lowest energy minimum. RMSD total gives the RMSD between calculated
and X-ray structure for the atoms in the ligand and those in the protein that are perturbed in the Monte Carlo move. Comparing all
flexible atoms for the RMSD calculation leads to low values for the RMSD and low variance because the flexible residues further
away from the ligand do not move much and the RMSD is an average quantity. Columns six and seven contain RMSD values after
MCM (i.e., at the end of docking), while the last two columns contain RMSD values after MSNI.
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FIGURE 5. Plots of energy (kcal/ mol) and RMSD (A) for the MCM run that yielded the lowest energy minimum of the
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solvation energy (G, soivat). Middle row left: force-field energy (Ey;). Middle row right: total free energy (G). Lower row
left: root mean square deviation between the sampled structures and the X-ray structure for the ligand. Lower row right:
root mean square deviation of the ligand and the side chains that are perturbed by an MC move. All plots are over the

number of accepted structures.

SerL92 or the imidazole nitrogen of HisL93. This
may indicate that the formation of this hydrogen
bond is not necessary for the orientation of the
progesterone molecule in the binding site. In addi-
tion, because this hydrogen bond is exposed to
solvent it is not expected to be very important for
binding affinity. In the lowest energy minimum
(number 1 in Table II), the distance between the C,
of HisL.27d and the O3 of the progesterone is 3.0 A
(Fig. 6a), equal to the distance between the N, and
O3 in the crystal structure. The TrpH50 side chain
lies in the same plane as in the crystal structure
but in a different orientation (Fig. 6a). It would

constitute an overinterpretation of the crystallo-
graphic data as well as ours to discuss the signifi-
cance of this discrepancy. In every other respect,
we consider the differences between the crystal
structure and the first minimum to be within ex-
perimental error. All of the five best minima have
a ligand RMSD smaller than 1.3 A (Table II).

5B-Androstane-3,17-Dione /DB3. The 5pB-andros-
tane-3,17-dione structure with the lowest free en-
ergy is very similar to the crystal structure in
terms of RMSD (Table II) and of interactions with
the protein. Figure 6b shows that the lowest en-
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ergy minimum overlaps the X-ray structure of the
complex. The success of this docking experiment
was somewhat unexpected. The reason for this is
that in the crystal structure of the complex there is
a water molecule mediating an indirect interaction
between the carbonyl O3 of the steroid and
ThrH58.* A possible explanation is that the PB
calculation implicitly places a water at the relevant
position by filling the empty space with a high
dielectric medium.

Minima numbers 1-4 are close to the X-ray
structure (ligand RMSD smaller than 1.1 A, Table
ID. Minimum 5 binds in the same orientation as
progesterone. Because of the Nj protonation of
HisL27d (see previous subsection), 5B-androstane-
3,17-dione cannot form a hydrogen bond to
HisL27d in minimum 5, but again there is a van
der Waals contact between the carbonyl O3 on the
steroid molecule and the C_ of HisL27d. It is
important to note that for both progesterone and
5B-androstane-3,17-dione the docking procedure
finds the three relevant binding modes: the two
binding modes of the crystal structures and the
inverse orientation. Moreover, the energy function
yields the correct ranking.

NAPAP / Thrombin

In all of the five best minima, the benzamidine
is placed in S1. The conformation with the lowest
free energy is the closest to the crystal structure of
the complex (Table II). However, there are a few
notable differences as can be seen in Figure 6c. The
naphthyl moiety is rotated around the bond to the
sulfur by 180° with respect to the X-ray structure.
This does not result in any change in the interac-
tions with the protein. It is interesting to note that
in the 3.0 A resolution crystal structure of the
complex it was not possible to distinguish which
of the two alternative conformations of the
naphthyl is preferred.” A more recent study of the
complex between NAPAP and bovine a-thrombin
shows that the naphthyl moiety has an orientation
identical to the one of the X-ray structure shown in
Figure 6¢.* Por the calculation of the RMSD, the
structure with the PDB code 1dwd?® was used,
which is also the structure shown in Figure 6¢. The
piperidine moiety is also rotated by 180° around
the bond between the N and the carbonyl C. This
may be the reason why Trp60D is not lying on top
of NAPAP but is more solvated. The most signifi-
cant discrepancy with respect to the crystal struc-
ture is the exposed NH of the sulfonamide, which

does not form an H-bond with the CO of Gly216 as
in the crystal structure.

In minima 2, 4, and 5, NAPAP is docked in an
orientation very close to the second inhibitor binding
mode first discovered in an X-ray structure of a
D-phenyl derivative of NAPAP (compound 3¢ in
refer. 44). The naphthyl group is positioned be-
tween the S2 and S3 pocket, while the piperidine is
in a rather exposed position at the front of the S3
pocket. The main difference between the second
inhibitor binding mode and the orientation of NA-
PAP in minima 2, 4, and 5 is the lack of the
hydrogen bond between the sulfonamide oxygen
and the NH of Gly216 in the NAPAP minima.

Minimum 3 is very close to minimum 1, apart
from the orientation of the naphthyl group that
points toward the solvent in minimum 3. The
different orientations of the naphthyl group in
minima 1, 2, and 3 suggest that the affinity of the
naphthyl group for the S3 pocket is not very high
and that the intraligand hydrophobic interactions
between the naphthyl and piperidine moieties are
determinant for the high affinity of NAPAP for
thrombin in agreement with experimental data.*

The results show that the structure with the best
free energy lies within 1.5 A of the complex con-
formation for every test case. Furthermore, the
calculated approximate free energy was able to
identify the best minima correctly, despite the large
degree of flexibility that leads to a high-dimen-
sional smooth energy hypersurface. This vastly
increases the number of local minima and makes
the identification of the global one much more
difficult.

Discussion

SIGNIFICANCE OF SECONDARY
BINDING MODES

The importance of secondary binding modes
may not be directly evident. For example, a bind-
ing mode with a free energy of binding of 1
kcal /mol higher than the global minimum is less
populated by a factor of roughly 5 and therefore is
much more difficult to observe experimentally.
However, secondary binding modes may be im-
portant for enzyme action because they might rep-
resent intermediate bound states on the way of the
substrate to the reaction center. In addition, in
drug design the example of thrombin inhibitors
shows that a binding mode that does not corre-
spond to the one preferred by the substrate may
turn out to be better suited for inhibitor binding**
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and, more importantly, there might be completely
different binding modes for closely related li-
gands.***  Another example where secondary
binding modes play a role is in the addition of
groups that destroy the interactions of a ligand
with a protein to increase cross-reacting selectivity.
This may fail if the ligand has a secondary binding
mode whose binding is not interfered with by the
additional group.

In the case of the antisteroid antibody, which is
known to bind different steroids in distinct (oppo-
site) orientations, it is possible that the same li-
gand can also be bound in different ways. Even
though alternative binding modes influence the
affinity only weakly in most cases, they may occur
in this situation because of the small size and the
approximate symmetry of the steroids. As was
shown in the Results section for the three test
systems, the MSNI/MCM docking procedure sam-
pled the relevant minimum energy conformations.

COMPARISON WITH CURRENTLY
AVAILABLE METHODS

A number of docking procedures were recently
described® 7*~* that can handle flexibility in the
ligand. They use either a grid approach®” or a
tree-search technique® or GAs. Because the evalua-
tion of the energy is the speed limiting factor for
docking algorithms, programs like DOCK? and
AutoDock® have been developed that precalcu-
late grids of interaction energy based on the
macromolecular target. The interaction energy for
a specific conformation is then calculated by inter-
polation between neighboring grid points. Auto-
Dock then performs simulated annealing in the
space of the flexible ligand. These methods have
been shown to be efficient and reliable. However,
the grid-based approach assumes purely additive
interactions for the ligand. This is not valid for the
solvent screening of the electrostatic interactions. It
is also not yet quite clear how to introduce protein
flexibility in grid-based methods.

GAs offer a very efficient possibility for tackling
general optimization problems when a complete
search lies outside the scope of the computational
capacity. Possible solutions of the problem are
encoded in data structures called chromosomes.”
The chromosomes are optimized through genetic
operators, like mutation and crossover, and the
fittest are selected according to a scoring function
to propagate into the next generation. It is impor-
tant to compare the MSNI/MCM approach with a

recently developed docking procedure that in-
cludes some limited flexibility in the binding site,
namely in all torsion angles to hydrogen bond
donors or acceptors.® The chromosomes used in
the GA of Jones et al. encode the orientation of the
ligand by way of the hydrogen bonds that it can
form with the protein.® The authors suggest that in
principle any degree of flexibility can be obtained
through such coding. This might, however, be
problematic because randomly changing backbone
or side-chain torsional degrees of freedom leads to
overlapping structures with extremely poor en-
ergy. Moreover, Jones and coworkers do not in-
clude the intraprotein Lennard—Jones term in the
fitness function.®

Jiang and Kim have proposed a method for
“soft’”” docking that implicitly allows for induced
fit or changes in the conformation of receptor and
ligand.”" The method describes molecules with the
help of low resolution surface cubes that are used
to find relative orientations of the molecules that
exhibit high complementarity. As remarked by the
authors, it might be possible to combine such
approximate methods with more detailed ones to
increase efficiency on the one hand and resolution
on the other.

Exploring the side-chain flexibility of the recep-
tor protein with the help of rotamers is another
efficient method.”’ Its obvious limitation of the
fixed backbone may in many cases not be very
important. However, the flexibility of the side
chains is further limited by the rigidity of the
backbone in a closely packed structure such as a
protein.

Jackson and Sternberg recently brought atten-
tion to the problem of the discrimination between
near-native and nonnative structures.”®> They re-
port that most algorithms will produce nonnative
structures that have similar or even better energies
than the near-native ones. They attribute this prob-
lem solely to the quality of the evaluation function.
There is no doubt that the evaluation function
used is of supreme importance. However, our re-
sults indicate that there may be an additional
factor that needs to be taken into account, namely
the completeness of relaxation. This is best seen by
the comparison between the results of MSNI alone
and MSNI/MCM. By allowing the protein to relax
with the ligand in the binding site during MCM,
the energy decreases dramatically. Because a sig-
nificant correlation between proximity to the global
minimum and energy is expected, significant re-
laxation of the macromolecular assembly may be
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necessary to discriminate near-native from nonna-
tive structures. From our results, conventional en-
ergy minimization does not appear to be sufficient.

An interesting implication of the results in the
NAPAP /thrombin docking study is that some of
the groups (in this case the benzamidine and the
piperidine) in a flexible ligand seem to find the
correct position independently. A number of li-
gand design algorithms are based on the assump-
tion that all the groups of a ligand will do so;
fragments of the ligand are first docked individu-
ally and then connected to yield a complete
molecule.*”>*"> On the other hand, such algo-
rithms do not take the intraligand interactions into
account. In the case of NAPAP, for example, the
hydrophobic interaction between the naphthyl and
piperidine cannot be neglected and seems decisive
in determining the bound conformation of NA-
PAP.

The MSNI/MCM procedure showed conver-
gence for the progesterone/DB3 and the 58-
androstane-3,17-dione /DB3 complex, even though
only 1000 conformations were used as starting
structures. It was suggested by an anonymous
reviewer that the efficiency in sampling might rely
on the softening of the overlap potential in MSNI.
This allows every starting structure to inherently
sample more conformational space.

The main advantage of the MSNI/MCM method
is that it allows unrestricted flexibility; and by
using the ligand to effect the induced changes in
the protein, a correlated sampling in the degrees of
freedom of the problem is achieved. That means
that only the part of the protein that is close to the
ligand in every structure changes its conformation,
accommodating the ligand. The method automati-
cally limits the conformational flexibility in the
vicinity of the docked ligand. The MCM procedure
then allows conformational strain to dissipate and
be partly eliminated at the surface or other flexible
parts of the protein. Correlations in sampling exist
also in GA methods where they are effected by
genome structure. This is, however, an additional
parameter that makes the methods dependent on
subjective criteria.

The second point that distinguishes this work
from most other docking studies is the use of a
free energy with a more rigorous determination of
the solvation free energy instead of a faster but
less accurate scoring function or in vacuo energy.
The use of a more elaborate energy function is
necessitated by the inclusion of protein flexibility.
Methods used to dock flexible ligands in a rigid

protein do not need to calculate the intraprotein
energy. Furthermore, most of these methods are
successful only if they can use the bound confor-
mation of the protein. In the conformation of the
complex geometric complementarity is maximal,
and thus a simple scoring function that empha-
sizes geometric features will usually find the cor-
rect minimum. In such situations, Lennard—Jones
interactions are heavily dependent on perfect fit
and will obscure the effect of electrostatics and
solvation. With a flexible protein, however, the
dimensionality of the problem is increased. This
results in a smoother energetic landscape where
the contribution of other energetic terms becomes
more important. To conclude the argument, it can
be said that the more flexibility is allowed, the
more rigorous and detailed the energy function
has to be.

It is important to note that the intrasolute en-
tropy contribution to the free energy is completely
neglected in the present work. This term is often
omitted in docking studies, probably because its
rigorous calculation would involve the creation of
ensembles of conformations around the proposed
structures. Such extensive sampling is computa-
tionally prohibitive for a large number of struc-
tures. The neglect of the intrasolute entropy is
partly justified in the case of the antisteroid anti-
body because of the rigidity of the ligands. That
does not mean that entropic factors related to
protein flexibility may not be important for the
affinity and the structure of the complex. It has
been suggested that loss of side-chain conforma-
tional entropy is a second-order effect.”

The proposed method is relatively easy to apply
and can be generalized for the use with any force-
field and PB solver. The combination of different
approaches to docking (in this work MSNI and
MCM) seems to be advantageous because different
algorithms can compensate for each others weak-
nesses.

The MSNI/MCM docking method yielded the
correct binding mode for the progesterone,/DB3
antibody complex, the 5B-androstane-3,17-dione /
DB3 complex, and the NAPAP /thrombin complex
starting from the native conformation of the pro-
tein and, in the case of NAPAP, without fore-
knowledge of the structure of the ligand.

Substrate binding to the enzyme binding site
might be investigated with the MSNI/MCM dock-
ing procedure. By supplementing the description
of the molecular system with degrees of freedom
corresponding to a reaction coordinate, it should
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be possible to model transition state binding. In
the context of the transition state preferential bind-
ing model, it would be interesting to establish a
method to determine transition state complexes
based only on energetic criteria.
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nis@bioc.unizh.ch).

Nomenclature

CHARMM Chemistry at Harvard Macromolecu-
lar Mechanics

CPU central processing unit

DNA deoxyribonucleic acid

GA genetic algorithm

LPB linearized Poisson—Boltzmann

MCM Monte Carlo minimization

MSNI minimization with shifted nonbond-
ed interactions

NAPAP N *~(2-naphthyl-sulfonyl-glycyl)-D-
para-amidino-phenyl-alanyl-piperidine

PB Poisson—Boltzmann

RMS root mean square

RMSD root mean square deviation

SAS solvent-accessible surface

UHBD University of Houston Brownian Dy-

namics
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